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ABSTRACT

This paper reports on a prototype underwater pressure-gradient intensity probe consisting of two parallel PVDF films separated by a thin, rigid plate and potted in polyurethane. Field tests were conducted to measure the acoustic intensity produced by a single source transmitting narrow and broadband signals. Data was recorded from both PVDF elements simultaneously as the probe was rotated. Acoustic intensity was estimated by applying a set of signal processing techniques to the recorded data. The results indicate that the probe can be used to estimate one-dimensional acoustic intensity at ultrasonic frequencies. Details of the signal processing methods and results from the field test will be presented.

INTRODUCTION

Acoustic intensity probes measure the acoustic intensity vector’s magnitude and direction. Intensity is defined as energy flux density, and it is readily shown that (Fahy, 1989)

\[ \mathbf{I}_n(t) = p(t) \mathbf{u}(t) \]  

where \( \mathbf{I}_n \) is the instantaneous acoustic intensity vector, \( t \) is time, \( p \) is the acoustic pressure and \( \mathbf{u} \) is the fluid-particle acoustic velocity vector.

Direct measurement of fluid-particle acoustic velocity has been demonstrated underwater where neutral buoyancy of the probe can be achieved (Leslie et al., 1956). However, transduction of probe motion requires high sensitivity and very low noise characteristics of its inertial sensor. While this has been overcome through the use of single crystal piezoelectric accelerometers (Shipps and Deng, 2003), these devices are not readily available in Australia. Combining pressure and inertial sensors in a single probe to measure intensity underwater has previously been demonstrated (Gabrielson et al., 1995).

In linear acoustics, the application of Newton’s second law, under uniform flow conditions, results in the linear fluid momentum equation (Kinsler et al., 1950):

\[-\nabla p(t) \equiv \rho \frac{\partial \mathbf{u}}{\partial t} \]  

where \( \rho \) is the fluid density at equilibrium and \( \nabla \) is the spatial gradient operator. Substitution of (2) into (1) gives

\[ \mathbf{I}_n(t) \equiv -\frac{p(t)}{\rho} \int_{-\infty}^{\tau} \nabla p(\tau) d\tau . \]  

For two pressure sensors \( p_1 \) and \( p_2 \) separated by the vector \( \mathbf{n} \), \( p \) can be approximated by their average. The finite-difference approximation of the pressure gradient from \( p_1 \) to \( p_2 \) is their difference scaled by \( n \), the magnitude of \( \mathbf{n} \). Thus the component of instantaneous intensity in the direction of \( \mathbf{n} \) is approximately

\[ I_n(t) \equiv \frac{p_1(t) + p_2(t)}{2\rho n} \int_{-\infty}^{\tau} [p_1(\tau) - p_2(\tau)] d\tau . \]  

Pressure-gradient intensity probes based on this principle have been used extensively in air acoustics, where direct measurement of acoustic intensity has only relatively recently become possible (de Bree et al., 1996). An underwater pressure-gradient probe using PVDF sensors was considered by Segota (1990) and a PVDF-bimorph underwater acoustic fluid-particle velocity sensor has been proposed by Josserand and Maerfeld (1985).

An advantage of pressure-gradient intensity probes over inertial-type probes is that they only require calibration of their pressure transducers, for which there are many resources available. A disadvantage is that sensor phase mismatch produces erroneous intensity measurements in all acoustic fields. Sensor phase mismatch in inertial-type probes is only problematic in highly reactive fields (Jacobsen and de Bree, 2005) where the energy transfer is largely oscillatory and not associated with a net energy transport. The errors associated with the finite difference approximation are another disadvantage of pressure-gradient intensity probes.

This paper describes the fabrication and testing of a simple, low-cost, underwater intensity probe, based on the above principle, using two PVDF films.

MEASUREMENT METHOD

Probe fabrication

The probe has two polyvinylidene fluoride (PVDF) piezoelectric film elements from Measurement Specialties. The specific film used was DT1-028K/L. These rectangular films (41 mm by 16 mm) have screen printed silver electrodes on either side. The film thickness is 28 \( \mu \)m and has a capacitance of 1.38 nF. The PVDF films were attached using contact adhesive to either side of a 1.6 mm thick fiberglass plate as shown in Figure 1. The negative side of each film was placed onto the fiberglass.
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The film outputs were connected to pre-amplifiers with ~30 dB of gain. In order to minimize 50 Hz noise the cable shielding was coupled to the sea via a 1 µF capacitor. The entire sensor configuration was then encapsulated in Robnor polyurethane resin (EL171C). This resulted in a sensor 140 mm long with a diameter of 20 mm.

Field trial

The probe was positioned between two HTI-96-MIN series hydrophones, as shown in Figure 2, which were used to determine the probe’s orientation to the source. All three sensors were pointing downwards. The HTI hydrophones have built-in pre-amplifiers to give a nominal sensitivity of -165 dB re 1 V/µPa up to 30 kHz. Additional substitution sensitivity measurements were conducted up to 96 kHz and are discussed below.

The three sensors were secured through a piece of 20 mm diameter PVC pipe such that the probe was 0.25 m from each HTI hydrophone. A weight was suspended directly below the probe at a distance of 1.18 m to stabilise the structure. The probe was positioned such that the PVDF films were perpendicular to the length of PVC pipe. The entire rig was then suspended off a pontoon into salt water at a depth of 4.4 m. The rig was rotated manually from the surface, by a few turns in each direction. The water depth at the receivers and transmitter was 10.2 m and 10.7 m respectively. Sea surface roughness was zero and the air temperature reached 29.5° C.

An ITC 1032 hydrophone was used as a transmitter positioned 11.6 m from the probe also at a depth of 4.4 m. The transmitted signals were generated in Matlab and saved as WAV files. These files were then replayed by a Fostex FR-2 portable 2 track memory recorder, through a Marantz power amplifier connected to the ITC 1032 via an impedance matching transformer.

The signals consisted of pseudorandom Gaussian noise, bandpass filtered with a passband region of 24 to 44 kHz with over 50 dB stopband attenuation. A single tone was added to this noise at 2, 5, 10, 15 or 20 kHz to produce five separate signal files. The intention was to use the broadband noise received by the HTI hydrophones to determine the orientation of the rig, and to use the tones to measure sensitivity, directivity and intensity.

The outputs from the two HTI hydrophones and the two-channel probe were recorded simultaneously using an Edirol/Roland R-4PRO 4 channel recorder. All channels were recorded using a sampling rate of 96 kHz. Once the ITC 1032 was transmitting the receiver rig was slowly rotated while collecting data for 10 minutes.

Sensitivity estimation

Standard calibration methods for pressure gradient probes (Fahy, 1989) are not readily reproducible for the geometry of this probe, as it is necessary to calibrate the sensors after encapsulation. For the purposes of this paper, only a confidence check was required, for which field measurements of sensitivity are sufficient.

The PVDF sensitivity was measured by comparing voltage levels produced by the HTI and PVDF sensors during the trial. As a verification exercise these sensors were used to estimate the source level of the ITC 1032, and this was compared with independent measurements of the transmit sensitivity of the ITC 1032, conducted at a later date.

To measure the transmit sensitivity of the ITC 1032 transducer a Reson TC 4014-5 hydrophone was positioned 1 m away during transmission of the same signals as in the field trial, using the same equipment and settings, on a day with nearly identical environmental conditions. The setup is shown in Figure 3. The transmitter was lowered to a depth of 4 m and the received signals were recorded on a Fostex FR-2 portable 2 track memory recorder via a Reson TC 4014-5 hydrophone. The TC 4014-5 is a broad band (15 Hz – 480 kHz) spherical, omnidirectional hydrophone with a built-in, low-noise 26 dB pre-amplifier.

The HTI hydrophones’ sensitivities are nominally rated up to 30 kHz. As the frequencies used in this trial extend to 48 kHz, measurement of the HTI sensitivity was required. The HTI sensitivities were measured by substitution with the Reson TC 4014-5 using the rig shown in Figure 4. Ambient noise was recorded on an R-4PRO, sampled at 192 kHz. Two-channel recordings were conducted for each HTI individually alongside the TC 4014-5 allowing the highest sample rate on the R-4PRO. The hydrophone rig was located midwater in a 10.4 m water column. This measurement was conducted several days after the ITC 1032 transmit sensitivity was measured.
the angle and time delay variance is (Carter, 1981) sent, and their signal-to-noise ratio. The relationship between time delay estimates (Ferguson, 2000) which is determined this method of angle estimation are caused by variance in the Short time-scale errors (variance around the running mean) in which

\[
\gamma_{f} = \frac{1}{\gamma_{f}} \frac{\left|\gamma_{f}\right|^{2}}{\left[1-\gamma_{f}\right]^{2}}
\]

in which \( \gamma_{f} \) is the mean-square coherence of time series \( x \) and \( y \).

The rig orientation was computed from the estimated time delays by the far field assumption that:

\[
\theta = \cos^{-1}\left( \frac{c \Delta t}{d} \right)
\]

where \( \theta \) is the angle from the rig orientation to the source direction (Figure 2), \( c \) is the speed of sound in water and \( d \) the distance between the HTI hydrophones.

This angle is conically ambiguous, however as the source and receivers were in the same horizontal plane, this reduces to a left-right ambiguity which was resolved by recording the observed orientation angle of the rig throughout the trial.

Short time-scale errors (variance around the running mean) in this method of angle estimation are caused by variance in the time delay estimates (Ferguson, 2000) which is determined by the correlation properties of the signal and the noise present, and their signal-to-noise ratio. The relationship between the angle and time delay variance is (Carter, 1981)

\[
\sigma_{\theta,\theta}^{2} = \frac{c^{2} \sigma_{\theta,\theta}^{2}}{d^{2} \sin^{2} \theta}
\]

where \( \sigma_{\theta,\theta} \) and \( \sigma_{\theta,\theta}^{2} \) are the short time-scale variance of the bearing and time-delay estimates, respectively.

**RESULTS**

**Rig orientation**

The orientation of the rotating rig was computed using the time delay of arrival of the transmitted signal between each of the HTI hydrophones. A maximum likelihood time delay estimator derived for Gaussian signal and uncorrelated Gaussian noise (Knapp and Carter, 1976) was used by selecting the time delay \( \Delta t \) to maximise the cross-correlation \( R(\Delta t) \) given by

\[
R_{x,y}^{(\Delta t)}(\Delta t) = \int \psi_{x,y}(f) G_{x,y}(f) e^{i2\pi f \Delta t} df
\]

where \( G_{x,y}(f) \) is the cross-spectral density of time series \( x \) and \( y \) at frequency \( f \), and

\[
\psi_{x,y}(f) = \frac{1}{\sqrt{G_{x,y}(f)} \left(1 - \frac{1}{\gamma_{f}}\right)}
\]
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**Probe directionality**

The directionality of each individual PVDF sensor, and the ‘virtual’ sensor formed by their average, was estimated. The HTI hydrophones were used as a reference because they were simultaneously sampled with the intensity probe and are known to be omnidirectional in the horizontal plane.

Tonals included in the transmitted signals were originally intended for estimation of the pressure directionality and sensitivity at those frequencies, however strong interference from the surface reflected signal precluded their use for this purpose. Instead, broadband processing of the Gaussian signal in the upper half of the band, between 26 kHz and 42 kHz, was used because the coherent effects of propagation loss are removed and incoherent propagation models could be employed with much greater confidence.

To estimate each sensor’s directionality, the high-pass filtered data was segmented into frames 8192 samples (0.0853 s) long and the variance of each frame used as an estimate of their mean-square level. These levels were binned according to
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were then estimated. The results are shown in Figure 6 (PVDF) and Figure 7 (HTI), normalised to a maximum of 0 dB.

The PVDF sensors’ results in Figure 6 display a moderate directionality that is maximal 45° off the normal to the film. Normal incidence is around -1 dB on the exposed side and -3 to -5 dB on the side glued to the fibreglass plate. The results for the HTI hydrophones shown in Figure 7 were expected to be omnidirectional; however a 6 dB deep, 90° wide null is evident for both sensors. In both cases the orientation of the null is towards the other sensor, along the axis of the rig, thus is likely due to acoustic shadowing. The line-of-sight shadow region on the HTI hydrophones due to the probe is only 10° wide, discounting it as the sole cause. Another cause could be the PVC pipe obstructing the surface bounce.

**Probe sensitivity**

The HTI hydrophones’ sensitivities were estimated by substitution with the Reson TC 4014-5 calibrated reference hydrophone, in the rig shown in Figure 4. After configuring the R-4PRO recorder to ensure ambient noise levels did not clip its input, two-channel recordings were made of first HTI-1 with the Reson, then HTI-2. Afterwards, recordings were made of a Neutric Miniator MR1 outputting -34 dBV white noise into each R-4PRO channel. The Neutric recordings were used to calibrate the R-4PRO input gain for each channel, in volts per quanta. This gain was applied to the ambient noise recordings, and power spectral densities in V²/Hz¹ for both HTI hydrophones and the Reson were computed.

The Reson’s known sensitivity was used to convert its power spectral density into µPa²/Hz¹. By making the broad assumption that the sound pressure level at the HTI was the same as that at the Reson, the sensitivity of the HTI was estimated as the ratio between the HTI voltage level and the sound pressure level at the Reson. This was computed in one-third octave bins and the relevant frequency range is shown at the top of Figure 8. To estimate the sensitivity of the PVDF sensors, their voltage levels were compared to those of the HTI hydrophones when the rotating rig was at specific orientations. The azimuth of maximum response was used for the PVDF sensors, being -35° and -145° for PVDF-1 and PVDF-2, respectively. For comparison with the HTI hydrophones it was necessary to choose an azimuth where the range to the source was the same for both the HTI and PVDF sensors. The range to the HTI-1 and PVDF-1 sensors was equal at 88.8° and to HTI-2 and PVDF-2 at 91.2°, both of which were most closely represented by the 90° azimuth bin.

To verify the HTI and PVDF sensitivities, they were used to estimate the source level of the ITC 1032 by removing 11.6 m of semi-spherical spreading loss. Modelling the sea surface as perfectly reflective and the bottom as non-reflective, the surface area over which the sound power spread was that of an 11.6 m radius sphere truncated 4.4 m above its centre. This produced 19.7 dB of spreading loss.

The directivity index of the HTI hydrophones at this azimuth was considered to be 0 dB. Once again, recordings of the Neutric were made to determine the R-4PRO channel gains. Gain corrections were applied and power spectral densities in V²/Hz¹ produced. The HTI power spectral densities were converted to µPa²/Hz¹ using their estimated sensitivities. The spectra were smoothed by a moving average filter 517 Hz wide (the observed interference-pattern null separation). The sensitivity of PVDF-1 and PVDF-2 were then determined by the ratio of their voltage levels to the average of the sound pressure levels at HTI-1 and HTI-2. The results are shown at bottom of Figure 8.

The source level of the ITC 1032 was measured by placing the Reson TC 4014-5 calibrated reference hydrophone 1 m from the ITC 1032 (Figure 3) while it transmitted the same signals with an identical equipment set up as in the field trial. The Reson signal was recorded on a Fostex recorder, the input gain of which was again determined by recording the output of the Neutric. The source level estimated by the HTI hydrophones and PVDF sensors are compared to that measured by the Reson in Figure 9 and the agreement is considered good (within ±3 dB) given the methodology.
The magnitude of active acoustic intensity is often approximated by

\[ I_{FF} = \frac{\rho^2}{\rho c} \]  \( \text{Eqn. 9} \)

where the far-field, free-field and harmonic source assumption has been made that the acoustic impedance is \( \rho c \). Alternatively, the time-average of equation (4), denoted \( I_{\phi} \), can be used to estimate the component of active intensity in the direction of \( \mathbf{n} \). Both of these estimation methods were investigated. The data was segmented into 8192 sample (0.0853 s) long frames and converted to omnidirectional pressure using the PVDF sensitivity and directionality determined in the previous section. The virtual sensor formed by the average of the two PVDF sensor’s output was used for \( \rho \) in equation (9). The active intensity estimates using both methods are shown in Figure 10.

**DISCUSSION**

Figure 10 shows that equation (9) results in a perfectly directionless estimate of intensity, as can be expected from a scalar expression. This demonstrates that the PVDF film’s directionality has been appropriately accounted for.

The pressure gradient estimate shows a significant null (up to 20 dB) rotated away from the expected ±90°. Such a rotation could be produced by a phase mismatch between the PVDF sensors, as null rotation and phase mismatch are related by (Fahy, 1989)

\[ \sin(\phi_r) = -\frac{\phi}{kn} \]  \( \text{Eqn. 10} \)

where \( \phi_r \) is the null rotation angle, \( \phi \) is the phase mismatch and \( k \) the wavenumber. For a small phase mismatch, the error in the intensity measurement is such that (Jacobsen, 1990)

\[ \langle I_{\phi} \rangle = I_s - \frac{\phi}{kn} \frac{\rho^2}{\rho c} \]

\[ \langle I_{\phi} \rangle = I_s \cos(\theta - \phi) + \sin(\phi) \frac{\rho^2}{\rho c} \]  \( \text{Eqn. 11} \)

where \( I_s \) is the active intensity coming from the source and \( I_{\phi} \) is the component of \( I_s \) in the direction \( \mathbf{n} \).
CONCLUSIONS

A one-dimensional pressure-gradient acoustic intensity vector probe was constructed using two PVDF films and tested at sea in a rotating rig with a single source in the far field.

The sensitivity and directionality of the PVDF sensors in the probe were determined, and used to estimate the source level of the broadband signal. These source level estimates agreed within ±3 dB with subsequent measurements made by a reference hydrophone placed 1 m from the source.

Strong interference effects precluded the use of narrow band signals between 2 kHz and 20 kHz for estimating acoustic intensity. Instead, incoherent processing techniques made use of a broadband signal transmitted between 26 kHz and 42 kHz. The broadband signals were also used to determine probe orientation.

Active (time-averaged) intensity was estimated using two methods. The first method used a standard assumption that the acoustic impedance was $\rho c$. The result was omnidirectional and the value was underestimated. The second method used a pressure gradient technique. This method showed two nulls of up to 20 dB separated by 180°, demonstrating the probe’s ability to sense acoustic intensity.

Rotation of the nulls by 15° was observed, which can be explained by a combination of phase mismatch between the PVDF sensors and misalignment of the probe within the mounting rig.

A truncation of the expected dipole response was observed. This is unexplained, though is likely to be a diffraction issue related to the probe suspension rig. Further work is required to identify the cause.
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