A dynamic configurable sensor for fractional-octave-band underwater acoustic measurements
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ABSTRACT

This paper reports on an underwater acoustic sensor used to demonstrate dynamic configurable Field Programmable Analogue Array (FPAA) devices. A single FPAA device was connected to a microcontroller and programmed to sweep through a set of fractional one-third octave filters with centre frequencies from 100 Hz through 20 kHz. Fourth order filters were designed using a cascading topology and approximated using two second order filters available in the FPAA. Sweep timing characteristics were controlled by the microcontroller to allow for settling time and a pre-determined estimation uncertainty for each fractional octave band. Laboratory testing compared the filters with the relevant ANSI standard. Field measurements were conducted in the shallow waters of Cockburn Sound. Results of laboratory and field measurements are presented and discussed.

INTRODUCTION

Sensors and devices that allow dynamic configuration can be used to enable or enhance underwater measurement systems, particularly when data reduction at the sensor level is desired (Lavoie & Pollard 2001) or in modular systems where a fixed suite of hardware must be configured to perform different tasks (Koay et al. 2010).

Consider the problem of recording underwater ambient noise from a small, deployable device (Simão et al. 2010) or a device fitted to an underwater vehicle with limited space and power availability (Eriksen et al. 2001). Sampling the ambient noise as a time-series may not be possible if high sample rates or long observation times are desired. Under such circumstances it may be acceptable to reduce the data through signal processing; for example sampling the average RMS power every few seconds instead of the full time-series. In recent times the trend has been toward implementing digital solutions for such signal processing tasks, however, low-power analogue options are possible (Hall et al. 2005).

Field Programmable Analogue Array (FPAA) devices provide an analogue alternative to digital signal processing for a set of rudimentary signal processing tasks. An advantage of FPAA devices is that the signal remains analogue, eliminating the need for repeated analogue-to-digital followed by digital-to-analogue conversions when retention of an analogue signal is required. This in turn reduces the number of devices required to achieve the signal processing task and can reduce the space and (for continuous time FPAA’s) power requirements when a signal path having both analogue input and analogue output is desired. Some examples where FPAA devices have application include electrocardiogram signal analysis (Morales et al. 2010), sensor signal conditioning (Merendino et al. 2005, Baccigalupi & Liccardo 2007), sensor auto-calibration (Koudier et al. 2003) and enhancing the resolution of analogue-to-digital converters (Morales et al. 2008). Switched capacitor FPAA devices are subject to some well-known disadvantages including clock noise and aliasing, and they use more power than continuous-time (non-switching) FPAA devices but they have the advantage of being more flexible (Becker et al. 2008).

With these advantages and disadvantages in mind, this study investigates the ability of a single FPAA device to achieve a moderately difficult signal processing task: to iteratively sweep through a bank of one-third octave filters.

One-third octave filters belong to the general family of fractional-octave filters defined using either the ANSI or ISO standard. Fractional-octave filters are characterised by a constant relationship between the bandwidth of the filter and the centre frequency of the filter or alternatively by the Q of the filter. For this reason fractional-octave filters are also referred to as constant-Q filters (Smith 2008). A bank of fractional-octave filters commonly encountered in audio signal processing are the constant-Q graphic equalisers, a testament to the origins of one-third octave processing being associated with human hearing (Dahl et al. 2007, Smith 2008). Many acoustic and vibration measurement devices, such as sound level meters, make use of fractional-octave filter banks because they are well suited to spectral analysis of broadband signals (ANSI S1.11-1986). Fractional-octave band analysis is of general interest to scientists and engineers in acoustics and vibration ( Bjor 2008) and provides a method of data reduction useful for analysis and comparison of underwater sounds (Matthews, MacLeod & McCauley 2004, Dahl et al. 2007).

This paper introduces the problem of underwater measurement using space and resource limited systems and discusses the FPAA device applied to that problem. A moderately difficult signal processing task is proposed to further investigate the capability of a single FPAA device. The methods used to design one-third octave filters are given followed by noise and aliasing issues internal to the FPAA device. The use of a microcontroller is introduced for programming and controlling the FPAA and methods for sweep timing, exposure and post-processing are outlined. Laboratory testing results are presented and compared with the ANSI standard. Field trial results are presented followed by a discussion of sensor performance and some concluding remarks.
Field Programmable Analogue Arrays

Field Programmable Analogue Arrays are a family of devices containing analogue components and component blocks that can be joined together in a number of different configurations using digitally controlled switching. FPAAs are grouped into two sub-types: continuous-time (CT) and switched-capacitor (SC) (Becker et al. 2008). Continuous-time FPAAs provide improved bandwidth and lower power consumption whereas switched-capacitor FPAAs are more flexible. Attention is restricted to the switched-capacitor (SC) sub-type for the purpose of this sensor.

The analogue systems in a switched-capacitor FPAAs are organised into functional groups that can be loosely categorised as either an Input-Output Cell (IOCell) or a Configurable Analogue Block (CAB). IOCells control how the device interfaces with an external input or output and may include some amplification or active filter functionality. CABs provide the basic building blocks for analogue signal processing based on conventional and switched capacitor op-amp circuits (Anadigm 2008). The functionality of a CAB can be modified by changing the connection of components within the functional group, for example the gain of a CAB configured as an amplifier can be adjusted by choosing different ratios of switching capacitors from a capacitor bank. To obtain a full signal processing chain an input IOCell connects to one or more CABs configured to give the desired signal processing and the output connected to another IOCell.

An Anadigm AN231E04 FPAAs device was used for the demonstration sensor. The device provided seven IOCells and four CABs for analogue functionality, and support functions including voltage references, a lookup table and a digital SPI configuration interface. Bundled with the development board for the device was a software package called AnadigmDesigner2. The AnadigmDesigner2 software was used to visually design the FPAAs functionality (a one-third octave filter) and output C code for programming the design into a microcontroller.

METHOD

Fractional one-third octave filter design

Of the four CAB processing blocks available in the FPAAs one was required for a frequency variable anti-alias filter and one was required for gain correction; leaving two blocks for the one-third octave filter(s). A single CAB can be configured as a second order bi-quadratic filter so the two available CABs could be used in cascade to create a fourth-order filter, as shown in Figure 1. The generic filter parameters were designed using the cascading topology described by Kugelstadt (2002). It will be shown that the design order of the filter (related to the mathematical design as given in Kugelstadt (2002)) resulted in a realised filter with only half the ANSI order when compared with the ANSI standard. To distinguish, the term order has been assigned to the design order with any specific reference to the ANSI order using the term ANSI-order.

The transfer function \( H(s) \) of a fourth order filter designed as a cascade of two second order filters is given in Equation 1 (Kugelstadt 2002) with \( A_{\text{in}} \) the gain at the mid-frequency of each sub-filter, \( Q_i \) the Q-factor of each sub-filter and \( \alpha \) a factor by which the mid-frequency of each sub-filter differs from the centre frequency. The subscript \( x \) in \( A_{\text{in}} \) and \( Q_i \) refers to either of the two sub-filters.

\[
H(s) = \frac{\alpha x \left( \frac{A_{\text{in}}}{Q_i} \right) \left( \frac{s}{\alpha} \right) A_{\text{out}}}{1 + \frac{\alpha x}{Q_i} \left( \frac{s}{\alpha} \right)^2 + \frac{s}{\alpha Q_i} \left( \frac{s}{\alpha} \right)^3}
\]  

Parameter \( \alpha \) can be computed by numerically solving Equation 2 with specific parameter values. For this task the MATLAB \texttt{solve} routine was used. The \texttt{solve} routine is part of the symbolic math toolbox and is based on a MuPAD symbolic math engine (see http://en.wikipedia.org/wiki/MuPAD).

\[
\alpha^2 + \frac{\alpha(\Delta \Omega)k_1}{b_1[1 + \alpha^2]} + \frac{1}{\alpha^2} - \frac{(\Delta \Omega)^2}{b_1} - 2 = 0
\]  

Specific parameters for a one-third octave implementation are given in Table 1. The table includes an overall filter design \( Q \) and a corrected value \( Q_i \) that accounts for the order of the filter as specified in the ANSI standard. For the fourth order design outlined here, the correction is for an ANSI-order two filter.

### Table 1. Design parameters for a one-third octave filter with corrections for an ANSI-order two filter.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_1 )</td>
<td>1.414</td>
</tr>
<tr>
<td>( b_1 )</td>
<td>1.000</td>
</tr>
<tr>
<td>( Q )</td>
<td>4.318</td>
</tr>
<tr>
<td>( Q_i )</td>
<td>4.796</td>
</tr>
<tr>
<td>( \Delta \Omega )</td>
<td>0.2085</td>
</tr>
</tbody>
</table>

Numerical solution of Equation 2 using the \texttt{solve} routine provided many possible solutions of which \( \alpha=1.077 \) compared well with tabulated results in (Kugelstadt 2002). Sub-filter parameters using \( \alpha=1.077 \) are shown in Table 2.

### Table 2. Sub-filter parameters for a fourth order one-third octave filter given \( \alpha=1.077 \)

| \( A_{\text{in}} \) | 1.418 |
| \( Q_i \) | 6.801 |

For a given one-third octave filter with centre frequency \( f_c \) each sub-filter was designed using the parameters given in Table 2 and sub-filter centre frequency \( f_{ci} \) as shown in Equations 3.

\[
f_{ci} = \frac{f_c}{\alpha}
\]

The filter bank produced for this paper was a monotonic increasing set of one-third octave filters with centre frequencies from 100 Hz to 20 kHz, defined as the ANSI bands 20 through 43. The ANSI standard (ANSI S1.11-1986) allows two methods for computing the mid-band frequency for each filter; one is a base 10 method, and the other a base 2 method. The base 2 method is intended for use in clocked systems allowing the underlying filter construction to remain unchanged while doubling the clock frequency to give filters for successive octaves. However, the intention was to investigate the effects of adjusting the underlying filter construction and for this reason the base 10 method was chosen.
Clocks, noise and aliasing

The clock structure within the AN23x series of FPAs provides three clock types: a master clock, two system clocks and six analogue clocks. Both system clocks derive from the master clock using individual clock dividers (even integers up to 510). System clocks are then divided to give the analogue clocks. The analogue clocks are assigned to the signal chains (although a clock divider of unity is available so the master clock can be passed through to an analogue clock if required). All elements in a signal chain, that is all CAB elements joined between an input ICell and an output ICell, are forced to use the same analogue clock.

For a given signal chain the dominant clock noise was observed at the analogue clock frequency (the analogue clock chosen to drive the signal chain). Surrounding the analogue clock noise was an additional alias signal, introduced through modulation of the input signal by the analogue clock. To reduce the aliasing effect two signal chains were constructed, each having a different analogue clock. The first signal chain contained a variable frequency anti-alias filter with an analogue clock frequency considerably higher than the cut-off frequency of the filter. The second signal chain contained the two sub-filters and a gain stage for the one-third octave filter. The second signal chain was clocked at a frequency much lower than the frequency of the clock used in the first anti-alias filter stage. The two stage filtering arrangement significantly reduced the aliasing effect.

Another form of interference was discovered when sweeping through the bank of one-third octave filters. During the sweeping operation a number of different analogue clock selections were required to keep the filter frequency to clock frequency ratios within defined limits. When a clock selection was changed an additional signal was observed in the output requiring additional settling time.

Programming and controlling the FPAA

Control of the FPAA device was achieved using a microcontroller programmed with the ability to pre-compute individual filter parameters and timing requirements for each stage in the sweeping process. When operating in sweeping mode the microcontroller computed indexing into the pre-computed lookup tables for the filter parameters and then mapped these values to a re-configuration buffer. A short period of time was required to transmit the re-configuration buffer from the microcontroller to the FPAA device over an SPI bus. Following re-configuration a settling time was enforced to allow the effects of clock and switching changes to reduce to acceptable levels. The required settling time was at least the inverse of the bandwidth of the filter set during the re-configuration; however it was found that in practice a longer amount of time was required. A settling time of ten times the inverse of the bandwidth of the filter was chosen for the sensor.

To allow post processing analysis of the sensor, as previously discussed, a timing channel was output from the microcontroller to differentiate between periods of valid and invalid data from the FPAA. The timing channel was produced by switching a single pin on the microcontroller. A low value was used for invalid periods, such as when re-programming the FPAA or waiting for a configuration change to settle, and a high value used when the output of the FPAA was considered valid. The only disadvantage of this approach was that the timing signal from the microcontroller required DC coupling with the recording device, which precluded the use of many simple audio recording devices. To ensure accurate recording of the timing channel a DC-coupled Data Translation DT9636 ADC was used to simultaneously capture the timing signal, sensor output and raw input signals.

Exposure times

Exposure time was a term used to describe the total length of time of valid data from the FPAA used for each one-third octave band level estimate. The choice of exposure time affects the variability of the one-third octave estimate (Blackman & Tukey 1958) and can be guided by a desired estimation uncertainty. The expected spread of mean square estimates ($\bar{\delta}$) in decibels can be expressed as a function of the exposure time ($\Delta t$) in seconds for each one-third octave band and filter bandwidth ($BW$) in Hz as shown in Equation 4 (see for example Dirac Delta Consultants Ltd. 2009).

$$\bar{\delta} = 4.34 \frac{1}{\sqrt{\Delta t \times BW - \frac{1}{2}}}$$  (4)

For a desired estimation uncertainty no greater than $2\bar{\delta}$ and for convenience assuming $(\Delta t \times BW) + \frac{1}{2} \approx (\Delta t \times BW)$, the exposure time $\Delta t$ in seconds can be chosen using Equation 5. The reason for obtaining a simple expression for $\Delta t$ was to minimise computation required within the microcontroller. Note that the expression on the right hand side of Equation 5 contains the desired spread of noise power $\bar{\delta}$ in dB and the filter bandwidth $BW$ in Hz, and is a minimum choice for the exposure time.

$$\Delta t \geq \frac{18.8}{\bar{\delta} \times BW}$$  (5)

Given a choice of $\Delta t$ the actual spread of uncertainty in the one-third octave estimate must be computed by re-substituting the choice of $\Delta t$ back into Equation 4. In practice the overall estimation uncertainty will be slightly higher than the value computed using Equation 4 due to ripple in the passband of each filter. For a Type-3 ANSI filter the allowable passband ripple is 200 millibels (ANSI S1.11-1986).
Implementing the exposure times in the microcontroller required pre-computing values for each filter and compiling a lookup table. Upon successful dynamic configuration of the FPAA the timing channel pin was set high (as discussed previously), the required exposure time was taken from the lookup table. A zoom to the passband of the reference filter (solid line) is shown in Figure 4. The exact design centre frequency of the filter is shown and the ANSI limits are symmetric about that frequency. It is evident that the realised filter’s centre frequency is slightly higher than the design frequency, due to accuracy limitations imposed on the two sub-filters by the choice of analogue clocking frequency. Asymmetry in the position of the realised filter response within the ANSI limits is due to the offset centre frequency. Also shown in Figure 4 is an estimate of the region where variation in the filter response through the passband may not be ideal (horizontal dotted lines). The choice of legend text ANSI passband for this region indicates variation to compare with the ANSI standard; it does not indicate the allowable ANSI limits (which may be much larger). Variation of the measured filter passband response was within the maximum allowable limit for an ANSI Type-3 filter.

Characterising of the filter bank was achieved by measuring the response of every individual filter in the filter bank using the measurement process outlined for the reference filter. During the measurement process the Intermediate Frequency (IF) bandwidth was varied to give a reasonable compromise between measurement accuracy and speed. An IF bandwidth of 10 Hz was used when measuring the filters from ANSI bands 20 and 24, a 30 Hz IF bandwidth for bands 25 to 32 and a 100 Hz IF bandwidth for bands 33 and above. Results are shown in Figure 5.

Symmetry between the filters shown in Figure 5 provides an indication of uniformity of filter characteristics across the filter bank. The passband maximum values approach within 0.1 dB of unity gain (0 dB) for each filter and the transitions between filters lie within the -3 dB zone. The skirts of each filter attenuate at approximately 12 dB per octave (40 dB per decade) consistent with a Butterworth filter of order two. The effect of anti-alias filtering can be seen in the tails of the filter skirts, particularly at the high frequency end of the filter bank. A slight tilt through the passband of the 20 kHz filter can also be seen and is attributed to the same cause.
Sensor operation in sweeping mode was bench tested using white noise and pink noise. A Neutrik Minirator MR1 audio signal generator was used to generate the white and pink noise. Output from the MR1 was split and fed into both the one-third octave sensor and one of the inputs of a Data Translation DT9836 USB data acquisition module. The two outputs from the one-third octave sensor were also fed into the DT9836. All three signals entering the DT9836 were simultaneously sampled at a sample rate of 100 kHz and the data stored on a laptop for post-processing. Exposure times were chosen to give a fixed time-bandwidth product ($\Delta t \times BW$) of 6.3. Post-processing comprised of a MATLAB code to detect valid data regions using the status pin data, extract valid sections of filtered data, concatenate the valid data and compute a RMS estimate. Adjustments were applied to the RMS estimates for displaying on a power spectral density plot.

Field measurements

A set of field measurements were taken in Cockburn Sound to prove the operation of the sensor in its intended application. An HTI-96-MIN hydrophone was suspended from a set of pontoons at a depth of 5 m. The hydrophone output was passed through a Stanford Research SR560LN preamplifier and filter to allow additional matching of the hydrophone output to the one-third octave sensor input. A Data Translation DT9836 USB data acquisition module was used to capture the three information signals output from the sensor and the results were recorded on a laptop. This configuration was used to allow flexibility of the input to the sensor while maintaining the same sensor structure, configuration parameters and post-processing that was used for bench testing. Results from the measurement are shown in Figure 8 using the same layout as was used for the white and pink noise tests.
DISCUSSION

Mathematical filter design equations given in (Kugelstadt 2002) were sufficient to provide the required sub-filter parameters for implementing a one-third octave filter in an FPAA. A numerical solution was required for parameter $\alpha$ and the MATLAB `solve` routine was able to provide a suitable solution. When cascading the two sub-filters the desired filter response was realised in a single FPAA device. Measurement of the reference 1 kHz filter agreed with the ANSI standard for an Order-2 Type 3-D one-third octave filter. A terminology difference between the mathematical order of the filter used in the design process and the order specified in the ANSI standard was identified and caused some initial concern; however a check of the skirt attenuation as a function of frequency confirmed it as a terminology difference only.

Laboratory measurement of the filter bank characteristics (static response) and bench testing of sensor operation in sweep mode (dynamic response) were expected to be consistent, that is, the filter characteristics were expected to give an indication of dynamic sensor operating performance. In practice the dynamic response was more variable. Factors contributing to the increased variability of dynamic results include: additional filtering in the network analyser when measuring the filter characteristics (improving the static results), and the relatively short settling time between analogue clock transitions and measurement during sensor sweep operation (degrading the dynamic results). Despite the increased variability during dynamic operation the sensor estimates were within an acceptable uncertainty for both white and pink noise. Field tests in Cockburn Sound confirmed the sensor operation in a real environment.

CONCLUSION

A dynamic configurable sensor for fractional-octave-band underwater measurement has been designed, implemented, tested in the laboratory and proven in the field. It is concluded that a single FPAA device can be used for the sensor and that the demonstration sensor has achieved the intended objective. Work is underway to produce a small self-contained version of the sensor to be used in the field.
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