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ABSTRACT 
When a visual stimulus is not present, the room reflected sound from one’s own voice has been shown to be an im-
portant cue in determining the characteristics of rooms. The room reflected sound can vary with interaural changes 
that are sometimes accompanied with head movements. Such head movements, when incorporated in room acoustical 
simulations, are expected to increase the level of ‘presence’ within simulations. But whether this headtracking is de-
tectable by talking-listeners hearing a room’s response to the projection of their own voice has not been studied. In 
this pilot study, five participants performed ABX headtracking detection test by projecting their voice in six real 
rooms that were simulated in real-time, with an accurate binaural reproduction of room reflections. The results indi-
cate that headtracking is detectable for the rooms tested, which ranged in volume from 125 m3 to 7650 m3, after 
equalizing for Type 1 and Type 2 errors. Most consistent detection was noticed in a room with the highest early 
IACC.    

INTRODUCTION 

The impression of the sound of one’s own voice in a room 
can go on from being unnoticed to remarkably striking de-
pending on the interplay of many factors such as the level of 
directed concentration, context, situation, etc., but more im-
portantly on the acoustical characteristics of the room in 
which the talking-listener is present. People visiting an ane-
choic room for the first time can sometimes be overwhelmed 
with how ‘dead’ their voice sounds to themselves. On the 
other extreme, listening to one’s own voice in a highly rever-
berant room could be accompanied with a sense of grandeur 
due to the minimal vocal effort required to produce very high 
levels. Voice projection in more ‘everyday’ rooms is what 
most people are familiar with, and here the room reflected 
sound of one’s own voice can be a rich source of information 
to determine the room’s characteristics when visual 
(McGrath, 1999) and other sensory stimuli are not present or 
augment other sensory inputs when they are present. This 
study is limited to the first case where only auditory stimulus 
is present in a real-time simulation of room reflected sound of 
one’s own voice.  

In a room of fixed volume, the sound that reaches the two 
ears is determined not only by the various design features of 
the room such as the building material used, furnishings, etc., 
but also by the head position of the talking-listener. By being 
closer to one wall than others can result in room reflections 
that are distinctive in qualitative and quantitative features that 
can change when the head position changes. In the field of 
room acoustics, there are many studies that have examined 
the characteristics of room reflected sound by having a 
speaking or listening task performed in situ. Though it is 
relatively easy to set up an in situ experiment in one or two 
rooms (McGrath, 1999), to test people in more rooms be-
comes quite a challenging task (Pop, 2005). One alternative 
is to measure the impulse responses of a variety of rooms and 
simulate the acoustical response of these rooms in an anecho-
ic environment using an appropriate reproduction methodol-
ogy such as the binaural technology (Lindau, 2007, Blauert, 
2005). Previously, almost all of the studies belonging to the 
latter category employed room acoustic simulations to play-

back anechoic recordings convolved with a room impulse 
response to listeners (exocentric stimulus); with no provision 
for the listeners to use their own voice as the stimulus (ego-
centric stimulus). Such egocentric stimulus, though taken for 
granted in a real room environment is computationally inten-
sive to simulate in a virtual or mixed-reality (Milgram, 1999) 
room environment. Cabrera et al. (2009) have recently de-
scribed a technique of measuring the impulse response from 
the mouth (vocal input) to the two ears (Oral Binaural Room 
Impulse Response, OBRIR) that can used to simulate the 
room reflected response of the sound of one’s own voice in 
rooms with minimal latency. Such OBRIR can be measured 
for a range of head positions over a desired degree of free-
dom (Figure 1) of head-movements, in a process referred to 
as binaural room scanning (BRS).  

 

 

 

 
Figure 1. 6 degrees of freedom; 3 angular variations (yaw, 
pitch, roll) and 3 linear translations (sway, surge, heave) 

Hence, in a simulation, while the talking-listener is speaking 
or singing, his/her head-position is continually tracked and 
his/her voice is convolved with the appropriate OBRIR and 
reproduced, in the current study, on a pair of ear-
loudspeakers that the talker-listener wears. BRS leads to 
reflected sound images received at the ears that are stationary 
in external space even when the talking-listener moves 
his/head, closer to what happens in a real room environment 
– and this should reduce the incidence of inside-the-head 
localization. This is more likely to create a higher degree of 
‘presence’ (Witmer, 1998) within the simulation, implying 
greater task based performance.  

There are however, many aspects of such real-time voice 
simulations that, due to the nascent nature of research in this 
field, have not been fully studied. One of the issues is the 
detectability of headtracking by the talking-listeners using 
their voice as the stimulus. In other words, it has not previ-
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ously been shown whether incorporating various head-
positions within simulations leads to a change in the percep-
tion of auditory scenes as the talking-listeners move their 
heads: given the measured OBRIRs have quantifiable differ-
ences over the head-movement range in question. Some of 
the rooms used in the present study have been shown to have 
a large variation in interaural features (such as early IACC 
range) amongst other acoustical parameters, over a BRS 
range (Cabrera, 2010) of -60° to +60° yaw angles. Such 
changes are likely to cause a change in the auditory scene as 
the head is moved over the BRS range and consequently 
change the room reflections associated with the talking-
listener’s vocal transduction. 

Previous studies that have addressed headtracking in simula-
tions have focused primarily on exocentric sound sources 
(Yairi, 2008, Welti, 2010) and the applicability of those stud-
ies to egocentric sound sources may be limited. The current 
study addresses the detectability of headtracking within real-
time simulation of one’s own voice (egocentric) by conduct-
ing an ABX detection test within six simulated rooms. Here 
the rooms used are physically measured real rooms, not 
computer generated rooms. As incorporating head-positions 
within such simulations involves the computationally non-
trivial task (Torger & Farina, 2001) of convolution of im-
pulse responses (length varies with reverberation times of 
rooms and can sometimes go up to 5 s or more) with a talker-
listener’s voice in real-time, the findings can provide infor-
mation to the designers of such systems about the practical 
issues related to implementing headtracking. The findings are 
also likely to influence future studies that are focusing on 
real-time simulation of egocentric sounds.  

The rest of the paper is organized as follows. In the Method 
section, we give a brief description of the real-time room 
acoustic simulation system used in the study and the details 
of ABX test conducted. The results and discussion of the 
results follow and we conclude with the scope of future re-
search.  

METHOD 

Five participants (all male) took part in the detection test. 
They were selected to provide a reasonable variation in lis-
tening capabilities within the limited sample size. The partic-
ipants ranged from being expert listeners (2), architecture 
postgraduate students architecture with no formal musical 
training (2) and one postgraduate student in acoustics who 
reported slight hearing loss (not quantified here). The exper-
iment was conducted in an anechoic room in the Acoustics 
Laboratory, Faculty of Architecture Design and Planning, 
The University of Sydney. 

Experimental set-up   

The real-time room acoustic simulation system used in this 
experiment was designed by hosting the SIR2 convolution 
plugin in Max/MSP (buffer size 128 samples) running on a 
Windows platform. The AD/DA converter used was a RME® 
ADI-8 QS unit with 48000 Hz sampling rate and 32-bit quan-
tization in a 1-in/2-out configuration. The electroacoustic 
latency of this system is about 7.6 ms, which is converted to 
almost 0 ms with a process described later in this section. The 
headset microphone used for vocal input was a DPA 4066 
and the ear-loudspeakers used were a pair of AKG K1000 
(loudspeakers near the ears, without any circumaural cushion 
or contact with the ears). The presence or absence of the ear-
loudspeakers had scarcely any effect on the octave-band 
gains for microphones (Brüel & Kjær 4101 Binaural Micro-

phone) placed at the entrance of each ear canal for five par-
ticipants (measured separately) speaking and a Head and 
Torso Simulator (Brüel & Kjær 4128C) emitting pink noise 
(Figure 2). The microphone was positioned at a distance of 7 
cm from the centre of lips on the right side of the face. This 
was done to eliminate the detrimental effects associated with 
plosives and fricatives when the microphone is placed in the 
direct air-stream from the mouth opening. A similar micro-
phone position has been used in a recent study (Pelegrín-
García, 2011) for egocentric sound sources. The headtracker 
used was a Polhemus Fastrak® unit with a refresh rate of 5 
Hz. The headtraker receiver and transmitter were positioned 
as shown in Figure 3 and the complete experimental set-up is 
depicted in Figure 4. 

 
Figure 2: The transfer function from the headset microphone 
to the right ear microphone (on the same side of the face as 
the headset microphone was), without (a) and with (b) the 5 

participants (and HATS) wearing the ear loudspeakers. 

 

 

Figure 3: A talking-listener (fourth author; not tested here) 
wearing the ear-loudspeakers on which the headtracker re-

ceiver was mounted, seated on a wooden chair on a partially 
carpeted floor of an anechoic room. The headtracker trans-

mitter can also be seen in the background. 

The method for measuring the rooms with BRS has been 
described previously by Cabrera et al. (2009) and the result-
ing OBRIRs were band-limited from 100-10000 Hz. Follow-
ing this first stage of filtering, further improvement of the 
reverberant tail is done by fading out any noise floor such 
that it acts as an extrapolation of the measured reverberant 
tail. This extrapolation process is done in octave bands cen-
tered on 125 Hz – 8 kHz (except the lowest and highest 
bands, which are implemented as low and high pass filters 
respectively). Zero phase filtering is used to maintain syn-
chrony between the frequency bands. The routine estimates 
for each band the point at which noise overwhelms the im-
pulse response and applies the smoothing to match the decay 
rate of the reverberation time. The processed bands are re-
combined, yielding impulse responses with no apparent noise 
floor. This process, first implemented (Lee, Cabrera and Mar-
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tens, 2009) for individual binaural room impulse responses 
has been updated to derive multiple OBRIRs to be used for 
room simulation. Through this process, rooms of any size and 
reverberation time can be measured and implemented for 
real-time simulation with headtracking.  

For the current experiment, six rooms were implemented 
within the system above using their OBRIRs over a yaw 
headtracking range of -40° to +40° with 2° resolution. When 
implementing the OBRIRs, the samples from the beginning 
of OBRIR to the floor reflection (about 7.6 ms) including the 
direct sound are excluded. The floor reflections are provided 
by adding a carpeted wooden floor to the anechoic room used 
in the experiment, and as the direct sound is already present 
with the talking-listener speaking or singing, it is not simulat-
ed. The convolved output is delayed by the duration of the 
deleted samples and hence it smoothly follows the direct 
sound and floor reflection – essentially leading to a latency of 
0 ms for the room reflections. There is also no latency in 
changing from one room to the other, once the experimental 
set-up is fully operational. 

 

 
 

Figure 4: The complete set-up in the Acoustics Laboratory at 
the Faculty of Architecture, Design and Planning, The Uni-

versity of Sydney. 

It must be noted here that the headtracking incorporates 
changes in head-positions and continually selects the OBRIR 
to be convolved with the current vocal input and the real-time 
convolution system outputs two channel of convolved audio 
that includes the output from the current head position and 
any other previous head positions (which may still be follow-
ing a reverberant decay). This provides an auditory scene 
which is almost the same to the one produced by vocal trans-
duction in real rooms for similar head movements.    

Rooms used 

The rooms simulated in the experiment were real rooms in 
the Faculty of Architecture Design and Planning, The Uni-
versity of Sydney, ranging in volume from 125 m3 to 7650 
m3. The characteristics of the rooms measured are described 
in detail in a previous study (Cabrera, 2010) and so we are 
only present their volumes and mid-frequency reverberation 
times in Table 1. Further details in the previous study include 
room plans and photographs, and acoustic features such as 
room gain, interaural level difference and interaural cross-
correlation as a function of yaw angles. 

ABX headtracking detection test 

In an ABX test, each trial consists of three stimuli (A, B and 
X). The stimuli A and B are different, but one of them is 
identical to X. The participant’s task is to determine which 
one (of A and B) is the same as X. Before the experiment, it 
was explained to the participants that the presence/absence of 

headtracking was being tested in the ABX test. The partici-
pants were seated on a wooden chair placed on a carpeted 
portion of the anechoic room (with a large wooden board 
underneath the carpet). They were given a few sheets of 
printed text with the choice that they were free to either read 
from the text or make any other kind of vocalization that 
would enable them to make a match between either A-X or 
B-X. The A, B and X stimuli were the same simulated room 
but were randomized to have headtracking state either on or 
off with A & B having the opposite state per trial and X hav-
ing an off or on state. Hence a correct answer required match-
ing an on-on or off-off pair. The experimenter was controlling 
the state of the headtracker switch (randomly generated) in 
the Max/MSP patch from a control room, while being able to 
communicate with the participants throughout the experiment 
over a two-way monitoring audio channel. This was done to 
avoid any issues that are introduced by putting computers 
screens (source of reflection) or projectors with fan noise in 
an anechoic room.  

Each of the rooms was tested twice (in randomized order) 
giving a total of 12 trials (N) with each of the two possible X 
states tested (on and off) per simulated room. All the partici-
pants performed the experiments without any break and there 
was no limitation on how long and in what order they wanted 
to listen to any of the three stimuli (A, B and X). 

 

Room no. Volume (m3) Reverberation time (s) 

1 (3) 125 0.6 

2 (6) 152 0.35 

3 (7) 170 0.4 

4 (8) 188 0.9 

5 (10) 610 0.6 

6 (11) 7650 1.7 

Table 1: The rooms used in the experiment, indexed from 1-6 
with a number in bracket showing their index in the study by 

Cabrera et al. (2010), followed by their volume and mid-
frequency reverberation times.  

RESULTS AND DISCUSSION 

Analysis per participant 

In order to perform a statistical analysis on ABX test data, it 
is necessary to decide on the values of r, p, Type 1 error, 
Type 2 error and a fairness-coefficient (FCP). Here r is the 
threshold for the number of correct detections and p is the 
percentage of correct detections required in an independent 
Bernoulli trial, which determines what is considered detecta-
ble. For N=12 independent trials, a value of r=7 implies that 
the listeners are correctly identifying more than 50% (guess-
work) of the stimuli. As the listening skill of the participants 
in the current experiment was assumed to vary over a large 
range, p was taken to be just above chance, i.e. 0.6. In other 
words the probability (p) of the participants getting more than 
50% correct detection was taken as 0.6. Type 1 and Type 2 
can be calculated from binomial distribution for a value of p. 
They arise from results that indicate that different stimuli are 
identical (Type 1 error) and that identical stimuli are different 
(Type 2 error). It must be noted here that as the system re-
quired the participants to use a vocal transduction for them to 
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hear the simulated room reflections, the sound of no two 
stimuli were actually identical. FCp (Leventhal, 1986) has 
been used as a measure of the degree to which the two error 
risks have been equalized for a given p, and can be calculated 
as 

 
FCp = smaller probability / larger probability    (1) 
 

Table 2 shows that the maximum FCp value of 0.865 is at-
tained with Type 1 and Type 2 errors as 0.387 and 0.334 
respectively. So 86.5% of the time, there is a 38.7% chance 
of different headtracking states being heard as identical and 
33.4% chance of no change in headtracking state being heard 
as different when it is identical.  

By inspecting Figure 5, it can be seen that all participants 
performed r=7 or better for correct detections. Participants 1 
and 2 were classified as expert listeners at the beginning of 
the test and they had more correct detections than the others. 
Another interesting finding was the fact that all listeners cor-
rectly identified the stimulus pair for the room with the high-
est early IACC range as the head turned (median values; for 
OBRIRs ranging from -60° to +60° in Cabrera et al., 2010).  

 
r Type 1 

error 
p=0.5 

Type 2 error 
 
    p=0.55            p=0.6              p=0.65 

11 0.0032 0.9917 0.9804 0.9576 
10 0.0193 0.9579 0.9166 0.8487 
9 0.0730 0.8655 0.7747 0.6533 
8 0.1938 0.6956 0.5618 0.4167 
7 0.3872 0.4731 0.3348 0.2127 
6 0.6128 0.2607 0.1582 0.0846 
5 0.8062 0.1117 0.0573 0.0255 

Table 2: The calculated values (bold face) of Type 1 and 
Type 2 errors for different number r correct detections. Num-

ber of binomial trials, N = 12 

 

 

 
Figure 5: Number of correct detections (r) in the ABX test 
plotted for each participant. r=7, the detection threshold is 

represented as the thick red line on the plot 

It must be emphasized here that even though the significance 
level of 0.39 and 0.33 is much higher than 0.05 or 0.01 that is 
typically used in statistical analysis (Type 1 error). But the 

whole rationale behind introducing the measure of fairness 
coefficient is to reduce Type 2 errors so that detectable dif-
ferences are not concluded to be undetectable for a relatively 
difficult test such as the current one, where participants are 
tested under unfamiliar circumstances; while also being pro-
tected from becoming exhausted from doing too many trials 
(increasing N). Leventhal (1986) suggests that in order to 
equalize Type 1 and Type 2 errors for a given N and p, it is 
better to have leniency in allowing a higher value of Type 1 
and Type 2 errors that are still comparable to each other, as it 
increases the overall statistical power of the analysis by re-
ducing the probability of overlooking Type 2 errors. But it 
also has to be acknowledged that a study with more trials 
could be more conclusive and with smaller values of Type 1 
and Type 2 errors.  

Analysis for participants’ concatenated results  

On the other hand, as each trial in the current experiment is 
an independent Bernoulli trial, the results from all the partici-
pants can be concatenated, which gives us N=60. For this 
value of N, r can be set as 37, for relatively higher probability 
of p=0.7 leading to corresponding Type 1, Type 2 errors and 
FCp values of 0.046, 0.063 and 0.73. The number of current 
detections in the concatenated case is 43 which are greater 
than the threshold r. So here, 73% of the time, there is a 4.6% 
chance of different headtracking states being heard as identi-
cal and 6.3% chance of headtracking states being heard as 
different when it is identical. However, we prefer the previ-
ous line of analysis, as it provides a clearer picture of detec-
tion performance across the participants. 

Detection for each room 

 
 

Figure 6: Number of correct detections (r) out 10 in the ABX 
test for the concatenated participant results for the six rooms 
that were simulated arranged in ascending order of physical 

volume in m3 

Figure 6 shows the number of correct detections per room 
where the rooms are ordered in ascending order of room vol-
ume as listed in Table 1, where 100% correct detection is 
seen for room 5 and more than 50% detection seen for all the 
rooms. Even though not undertaken in the current study, 
there is scope for further research into correlating the find-
ings of Figure 5 with the room characteristics detailed in 
Cabrera et al. (2010). 

Presence in simulated rooms  

All the participants reported the phenomena of being in a 
different room from the one they were physically in, just by 
hearing the convolved sound of their own voice coming from 
the ear-loudspeakers, for both the headtracked and non-
headtracked stimuli. The detection of headtracking implies 
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that the participants experienced a higher degree of presence 
(Witmer and Singer, 1998) in the rooms when the room re-
flections changed in accordance with their head-movements. 
In the future, a presence questionnaire could be used to de-
termine the degree of presence more explicitly.  

CONCLUSIONS    

Headtracking was shown to be detectable by five participants 
performing an ABX detection test for an egocentric sound 
source (one’s own voice), for six measured real rooms simu-
lated using a real-time room acoustic system that incorporates 
headtracking. Type 1 and Type 2 errors were equalized to be 
the maximum for a given number of trials (12) and probabil-
ity (0.6) of correct detection. By concatenating the results for 
all the participants, each being an independent trial (N=60), 
higher probability of detection with considerably lower val-
ues of Type 1 and Type 2 errors is noticed. Future studies 
could be organized to include more participants, include 
more rooms with a larger variation in acoustical parameters 
(especially IACC and reverberation time), and modify exist-
ing experimental set-up to permit more trials per participant 
while avoiding participant exhaustion. As the current simula-
tion is only incorporating head-movements along the hori-
zontal plane for a range of 81º of yaw angles, it would be 
interesting to incorporate at least yaw and pitch, all with a 
larger range; and also to detect the threshold of detectability 
by constraining the head-movements. Finally due to the tech-
nical issues that may be involved with measuring real rooms, 
computer simulated room could be used to generate OBRIRs 
over the degrees of freedom.   
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