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ABSTRACT 

Global control of sound at audio frequencies in large spaces is challenging and has been a sticking point for the de-
velopment of active systems for noise control in areas such as factory floors or public spaces. Combining highly di-
rectional sound sources and virtual sensing techniques is proposed as a possible solution. Such a system would create 
localised zones of quiet that can follow an individual through a space. The application of a parametric array as a 
sound source is discussed in this paper. The parametric array creates an audible directional sound source due to the 
non-linear interaction of two ultrasound waves. A beamwidth of the order of a few degrees is possible at audio fre-
quencies, however the sound levels produced are quite low.  The properties of the source in regard to active control 
are discussed. Virtual sensing uses an array of microphones to predict the sound field at a remote point. It has been 
shown that active control of the sound field at a moving virtual error sensor is possible. The criteria for control per-
formance in a 1D sound field using such a sensor are outlined. The advantages and disadvantages of the combination 
of these two advanced transducers for use in active noise control are discussed in this paper. 

INTRODUCTION 

Active control of sound can be used to create a zone of quiet 
(Nelson 1993), the size of which is a function of wavelength. 
This zone of quiet is fixed in space and is centred on the loca-
tion of the error sensor. The work presented in this paper 
aims to overcome these limitations and create a moving zone 
of quiet that does not require an error sensor to be located at 
the point of maximum attenuation. This system has potential 
applications in transport and industrial environments. 

The accurate sensing of the pressure field at a point remote 
from the location of the physical sensor has been described as 
virtual sensing (Munn 2003). The virtual sensor is a device 
that outputs a reliable estimate of the pressure at the remote 
point. Given this estimate of the pressure field, a zone of 
quiet could be produced at the remote location, thus remov-
ing the need for transducers at the point of control. 

Given that zones of quiet are limited in size by the wave-
length of the sound field, it is desirable to concentrate control 
effort on the zone of quiet alone. A highly directional sound 
source can be used to create a zone of quiet while limiting the 
areas of increased noise level outside the zone to locations 
within the beam. The highly directional sound source also 
allows for tracking of the zone of quiet and a moving virtual 
sensor has been developed by Petersen et-al (Petersen 2006). 

Figure 1 illustrates the proposed concept. A listener is located 
within a primary field at the location shown by small dark 
dot. A physical sensor is placed at the location of the ‘X’. 
The sound field at the listener is estimated from the informa-
tion collected by the physical sensor using the virtual sensing 
algorithm. It should be noted that the listener’s position rela-
tive to the physical sensor can change.  The control source is 
highly directional and forms a narrow beam that controls the 
field only at the location of the virtual sensor. There is no 
spillover outside the beam of the secondary source. As will 
be discussed later, it is important that both the physical and 
virtual sensors are located within the secondary source beam. 

The use of a parametric array or audio spotlight as the control 
source and the virtual sensor as the error sensor is discussed 

in this paper. It is shown that there are some fundamental 
limitations and a number of transducer design challenges to 
be faced.   

VIRTUAL SENSING 

Virtual sensing, as described above is the estimation of a 
field at a point remote from the physical sensor. Three ap-
proaches to the problem are briefly described here.  

Forward difference prediction techniques 

Kestell et al. (Kestell 2000) conjectured that the pressure at 
the virtual sensor could be estimated using forward difference 
prediction techniques such as a Runge Kutta approach, based 
on the output from a small array of microphones, (Munn 
2003) and (Kestell 2000) showed experimentally that a linear 
estimation routine was more robust than the theoretically 
more accurate quadratic estimator. This method is very sensi-
tive to the position errors and phase matching between the 
physical sensors (Munn 2002a 2002b). 

The adaptive least mean squares estimate 

The second method uses the adaptive L.M.S algorithm to 
estimate the weights applied to the physical sensor output so 
that it minimises the error between the output of physical and 
virtual sensor (Cazzolato 2002). This technique requires that 
an additional physical sensor be placed at the virtual location 
a-priori so that the adaptive algorithm can converge on the 
required weights. At a single frequency, the signals can be 
represented as rotating vectors with a given magnitude and 
phase. The transfer function estimate is represented by the 
vector that connects the signal at the real sensor to the signal 
that was measured at the location of the virtual sensor, see 
Figure 2.   

It was shown (Munn 2002b) that this method outperforms the 
forward prediction technique in real time experiments of 
active noise control in a duct. The adaptive approach esti-
mates the transfer path from the physical to virtual sensor, 
and so is similar to the remote microphone technique sug-
gested by Roure and Albaraazin (Roure 1999) and Popovich 
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(Popovich 1997). At a single frequency both techniques are 
equivalent; however Cazzolato has shown (Cazzolato 2002) 
that only one weight/Gain is required per microphone, for 
broadband excitation.  

It was shown (Petersen 2006a) that if the plant is lightly 
damped and dominated by well separated modal peaks, the 
average of the microphone weights estimated using white 
noise, converge to approximately the weights that correctly 
estimate the modal peaks. Therefore, implementing noise 
control with virtual sensors created using these average 
weights on the output of the physical sensors, produces rea-
sonable estimates of the field at the location of the virtual 
sensor.  

 
Figure 2. The vectors that represent the physical, (y1 y2) and 
virtual, (yv) sensor output and the filter weights, (h1 h2), used 

in the adaptive L.M.S virtual microphone method.  

The Remote Microphone Technique 

Figure 3 shows the control diagram for the virtual sensor. It 
shows how the virtual microphone outputs are estimated from 
the a-priori measurement of the transfer functions between 
the secondary source and the virtual microphone position, 
Gvu, the transfer functions from the physical to the virtual 
microphone position, H and the estimate of the disturbance 
due to the primary source, d. 

The algorithm works as follows; 

The transfer function from the secondary source to the physi-
cal sensor is measured, and is denoted Gpu. A physical sensor 

is placed at the virtual sensor location and the transfer func-
tion from the secondary source to it is measured, denoted Gvu.  
With the secondary source off, the transfer function between 
the two sensors is measured, and denoted H.  

During operation, the signal that is due solely to the primary 
disturbance is estimated in the following way. The estimated 
contribution to the field at the physical sensor due to the sec-
ondary source, uGpu is subtracted from the total output from 
the physical sensor ep. The control signal is denoted u and 
Gpu is the transfer function that was measured off-line. This 
results in a signal d that is due only to the primary source. 
The field at the virtual microphone due to the primary source 
can then be estimated by Hd, where H is the transfer function 
between the physical and virtual locations in the primary 
field. The disturbance at the virtual microphone due to the 
secondary field is uGvu , where Gvu is the a-priori measure-
ment of the transfer function from the secondary source to a 
physical sensor temporally located at the virtual microphone 
location. Therefore, the estimate of the error at the virtual 
microphone is the combination of the field due to the secon-
dary source, uGvu, and the estimate of the field due to the 
primary source dH, which can be written in full as 

 (1) 

This approach can also be thought of in terms of the states of 
the plant. The output from the physical sensor is used to es-
timate the states. Then these states are used, in combination 
with a model of the plant, to estimate the system outputs, (or 
pressures) at the location of the virtual sensor. The applica-
tion of Kalman filter theory to this problem can yield insights 
into the robustness and expected performance of the tech-
nique. 

The Kalman Filter Approach 

Since the aim of the virtual sensing algorithm is to compute 
an accurate estimate of the virtual error signals, the problem 
of virtual sensing for active noise control can be formulated 
as a linear estimation problem (Kailath 2000). In this section, 
the virtual sensing problem is therefore analysed using a 
Kalman filtering approach. In this approach, the plant under 
consideration is modelled by a state-space system whose  
outputs are the physical and virtual error signals. This is in 
contrast to the remote microphone technique (Popovich 
1997), (Roure 1999), where the plant is  modelled by a num-
ber of FIR or IIR filters. The idea behind the Kalman filter 
approach taken here is that the information contained in the 
physical error signals  can be used to compute estimates of 

Figure 1. Illustration of the concept of a directional control 
source being used in combination with a virtual sensor to 

allow tracking of a local zone of quiet, without spillover in 
the rest of the field. The shaded area shows the region that is 

affected by the control source. 

 
Figure 1 The general control and virtual sensor diagram. 
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the plant states, and the estimated  plant states can be used to 
compute estimates of the virtual error signals.   

Furthermore, measurement noise on the physical error sen-
sors, including the ones that are placed at the virtual locations 
in a preliminary identification stage of the plant, can be con-
veniently included in the modelling of the problem. The ef-
fect of noise on the estimation performance of the virtual 
sensing algorithm  can therefore be analysed. 

 
Figure 2 The virtual sensing algorithm diagram 

Kalman filtering 

In this section, it is assumed that physical error sensors are 
temporarily located at the virtual locations in a preliminary 
identification stage of the plant, such that the virtual error 
signals can be directly measured. A Kalman filter can then be 
formulated that computes optimal filtered estimates of the 
physical and virtual error signals. 

Using a prediction estimator formulation, the predicted state 
estimates z(n+1|n) are computed as (Kailath 2000) 

  (2) 

with Ks the Kalman gain matrix   

given by 

 (3) 

The matrices C and Du are defined as 

  (4) 

Discussion of virtual sensing algorithm 

It has been shown that at a single frequency the Kalman filter 
approach and the remote microphone technique are equiva-
lent. The performance of both is limited by the accuracy of 
the estimate of the virtual microphone output. This is con-
trolled by the quality of the Kalman filter or in a physical 
sense, the quality of the transfer function estimate between 
the physical and virtual sensor and from the secondary source 
to the physical and virtual sensor. Petersen has shown that the 
control performance using a virtual microphone will always 
be limited by the errors in this estimate, (Petersen 2006a). In 
this section three scenarios in which the virtual sensor may be 
used in conjunction with the audio spotlight are discussed. 
This discussion will highlight the limitations of the method.   

Figure 5 shows the three scenarios. The primary source is 
fixed in space relative to the error sensors. The secondary 
source can move. As only relative motion is important, this 

could be considered as the secondary source being stationary 
and the error sensors being moved.  

Case A 

Consider the situation labelled `A` in  figure 5. The transfer 
function, H, between the physical and virtual sensor in the 
primary field is measured a-priori. Due to the geometry of 
the primary field, this transfer function is not sensitive to 
horizontal changes in position of the sensors. The transfer 
functions, (Gp and Gv), from the secondary source to the 
physical and virtual sensors is also measured a-priori. The 
arrangement of the two sensors makes the phase of this trans-
fer functions sensitive to small changes in horizontal position 
of the sensors. The transfer function Gp can be re-evaluated 
by an online system-id if the location of the physical sensor 
changes, however H and Gv are fixed. 

Case B 

From the discussion of the algorithm, it can be concluded that 
the estimate of the virtual error is sensitive to errors in H and 
in Gv, the transfer function from the secondary source to the 
location of the virtual sensor (which is measured a-priori). 
When the control source is located at B, due to the narrow 
directivity pattern, it creates sound only at the physical sen-
sor. The algorithm still has all the information it requires to 
estimate the field at the virtual sensor location. However the 
transfer function between the physical and virtual sensor 
locations due to the secondary source has a very small magni-
tude, as the virtual sensor is outside the beam width of the 
source, therefore the estimate of the field at the virtual sensor 
location will be very poor.  

Case C 

When the control source is located at C two issues arise, first, 
the secondary source no longer creates sound at the physical 
sensor. This implies that the estimate of the disturbance d, 
will be incorrect. Also any correlation between the secondary 
source and the virtual error is lost, as it depends on informa-
tion from the physical error, so control cannot be achieved. 
The second issue is that even if both the physical and virtual 
sensors were within the spotlight beams, the system would be 
acausal. The information arrives at the location of the virtual 
sensor before the physical sensor and so cannot be used to 
accurately estimate the error at the virtual sensor, unless the 
sound field is periodic in nature. In which case the acausality 
is not important.   

A moving virtual sensor.  

The success of the virtual sensing algorithm relies on the time 
invariance of the Gvu, Gpu and H transfer functions. The Gpu 
transfer function can be updated online by the addition of low 
level white noise to the secondary source output, however as 
there is no sensor at the virtual sensor location during opera-
tion the estimates of Gpu and H cannot be updated. 

If the motion is small compared to the wavelength the algo-
rithm can cope with changes in the position of the virtual 
sensor. However these problems are exacerbated if the sec-
ondary field varies significantly with position. This is the 
case with the audio spotlight as will be shown in the second 
half of the paper. 

Petersen has also shown that control can be achieved at a 
moving virtual sensor in a duct, (Petersen 2006b). It was 
shown that by interpolating between several virtual sensor 
locations, measured a-priori performance could be main-
tained and was equal to that of a physical sensor. 
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THE PARAMETRIC ARRAY 

The parametric array first proposed by Westervelt 
(Westervelt 1963), creates sound due to the non-linear inter-
action of two sound waves. These carrier waves are ultra-
sonic in frequency and of a very high level. The mechanism 
for sound creation is that proposed by Lighthill (Lighthill 
1954).  

Sound Generation by non-linear interaction 

Westervelt showed that Lighthills exact equation for arbitrary 
fluid motion could be written so that it described the interac-
tion of two sound fields. By neglecting viscous losses and 
only considering terms up to the second order, the equivalent 
source strength, q, of the iteration can be written as : 

 (5) 

The symbol �2 is the De Lambert operator defined as: 

 (6) 

The source strength q is given by: 

  (7) 

where c0, ρ0 and p are the sound speed, the ambient density 
and the instantaneous pressure respectively. The pressure 
amplitude of the source waves is pi , i=1,2.  

Assuming adiabatic behaviour and harmonic signals, the 
partial differential in equation (6) can be expressed in terms 
of the ratio of specific heats γ, so that the ratio of q to the 
source wave pressure amplitude is given as 

  (8) 

It can be seen from equation (8) that the strength of the para-
metric array is proportional to the carrier frequency. For air at 
standard conditions the first term in equation (8) evaluates to 
3×10-11, -210dB. 

Berktay (Berktay:1965a) used this model, and showed that if 
the carrier waves are plane and collimated then the scattered 
pressure in the far field can be written as equation (9). 

 (9) 

where S is the area of the beam and b its width in the plane of 
θ. The absorption at the scattered frequency, Ω is denoted αs. 
The angle to the observation point, o, from the axis of the 
array beam is denoted θ.  This angle is assume to be small so 
that the length of the region of interaction, x, is much less 
than the distance to the observation point r, i.e. x << r→ R≈ 
rcos(θ) + x. 

The length of the interaction zone, x, can be written in terms 
of the absorption coefficient of the carrier waves αc. It is 
assumed that the carrier waves only interact over a finite 
region that extends to the point where the carrier waves have 
been significantly attenuated by absorption therefore the 
length of this virtual source is given by L = 1/αc. For a carrier 
wave frequency of 50kHz the absorption is 0.23m-1, (Bass 
1995) therefore the source length is 4.35m, (the absorption 
coefficient was calculated using equations given by Bass et. 
al (Bass 1995)). 

The source strength is also proportional to the second deriva-
tive of the pressure to the ambient density, q ∝ d2p/dρ2|ρ = ρ0. 
This is a function of the ratio of specific heats. If adiabatic 
compression is assumed d2p/dρ2|ρ = ρ0 = (γ-1)c0

2/ρ0.  It can be 
seen that the ratio decreases with frequency, implying the 
parametric array becomes more efficient at higher frequen-
cies. If the scattered wave is in the audio frequency range the 
difference in level between the carrier and scattered wave is 
of the order of 80dB. 

Close to the source the majority of the energy is at the source 
frequencies of 50kHz and 50.1kHz. As the range is increased 
part of this energy is transferred to the difference frequency, 
(1kHz). These spectrums were formed from time domain data 
calculated by a numerical simulation of the non-linear inter-
action. This numerical model is described in the next section. 

The KZK equation 

The equation derived by Berktay (Berktay 1965a) is only an 
approximation and only applies in the far-field. Which for the 
frequencies we are considering is of the order of 5m. A more 
accurate method of predicting the sound field created by the 
parametric array is required. The KZK, (Khokhlov-
Zabolotskaya-Kuznetsov) equation models the non-linear 
response of a fluid at all ranges. The model includes the ef-
fects of relaxation phenomena, thermo-viscosity and non-
linearity. The numerical algorithm used was developed by 

Figure 3 Possible arrangements for the virtual sensor and 
audio spotlight control system. 

Figure 4 Geometry used by Berktay to solve for the wave 
scattered by two plane waves interacting. 
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Lee (Lee 1993) and augmented by Cleveland (Cleveland 
1996). The algorithm is time domain based. 

The KZK equation is 

 (10) 

where t′ = t -z/c0, the retarded time. D = ρ0
-1[(ζ + 

4η/3)+κ(1/cv + 1/cp)] is the diffusivity of the medium, β is 
the non-linear coefficient and z is the distance from the 
source. 

This was solved numerically using a program written by Lee 
and Cleveland (Lee 1993) (Cleveland 1996a).  

The parameters for the simulation were:   

Carrier Wave: p0=(sin(ω0t) + sin(1.02ω0t))H(t), where H(t) is 
a Hanning window and ω0=100π krads-1. 

Expected difference frequency: 0.02ω0=2π krads-1. 

Time step: 0.2µs 

Transducer radius: 0.1m 

Fluid properties: ρ=1.2 kgm-1, c0=343 ms-1. 

Non-linear coefficient: 1.0 

The transducer radius of 0.1m gives a Rayleigh distance of 
4.35m.  

The resulting time series was Fourier transformed to obtain 
values for the control field pressure at a number of locations. 
An example of the spectrums at 0.02m and 3.02 is shown in 
figure 7. The variation of the predicted field with distance on 
axis and with angle is shown in figures 8 and 9. The results 
were used to predict the zone of quiet produced when the 
parametric array is used as a control source. This is discussed 
in the next section. 

EXAMPLE OF ACTIVE CONTROL 

In this section the results of active control of a monopole 
sound field at 1 kHz using the parametric array to create the 
secondary field are shown. The controlled fields created by a 
baffled piston as the secondary source and that created by the 
parametric array are compared. In both scenarios the primary 
field is generated by a monopole at the origin. The secondary 
sources are also located at the origin.  

The primary field 

For this example a simple monopole is assumed as the pri-
mary source and the field is governed by the free field Greens 
function: 

 (11) 

The amplitude of P0 is such that P(r)=94dB at 1m. The pri-
mary and secondary sources are collocated. This arrangement 
highlights the difference in the source characteristics of the 
audio-spotlight and a simple monopole. 

The control field 

Figure 8 shows the variation in pressure for a monopole and 
the audio spotlight. The magnitude of the spotlight array has 
been set so as to equal the monopole field at 5m, (the active 
control location). The two vertical lines show once and twice 
the Rayleigh distance. Note that the sound field from the 
parametric array as only just begun to converge to the free 
field Greens function at  twice the Rayleigh distance. In this 
case this is approximately 9m. It can be seen from the figure 
that using the audio spotlight within the  Rayleigh distance 
will lead to higher levels further from the source, as in this 
range the sound level is still increasing with distance. It 
should also be noted that conversely the level of the ultra-
sonic pump waves is still significant within 1/α m of the 
source, where α is the atmospheric absorption at the pump 
frequency. It can be seen that at 1 meter the pump wave am-
plitude is 124dB. Howard et al discuss the implications of 
hearing damage from ultrasound in their review paper (How-
ard 2005). In which they note that the maximum safe levels 
for ultrasound have been set at 110dB. Although there is a 
difference in opinion between the American and European 
Standards bodies.   

 
Figure 6 The variation of pressure with distance for a mono-
pole (dashed line) and the audio spotlight, (solid line). The 
level of the pump wave is shown by the dash-dot line. The 
two vertical lines indicate once and twice the Rayleigh dis-

tance. 

The piston field 

The zone of quiet was also calculated assuming that the sec-
ondary source was a baffled piston of the same radius as the 
spotlight transducer. The sound field for a piston with unity 
volume velocity is given by 

 (12) 

Figure 5 The spectrum of the pressure at z=0.02m, (dashed 
line), and z = 3.02m, (solid line). 
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Figure 9 shows the directivity of the baffled piston and the 
parametric array. Note that the parametric array pressure was 
only calculated up to an angle of 3.5 degrees as the computa-
tion is very intensive. 

 
Figure 7 Directivity of the baffled piston (grey lines) and the 

parametric array (black lines) at 5m (solid line) and 2.5m 
(dashed line). Note that the angle scale is very small only 

0→3.5°. 

It can be seen from the figure that the parametric array has a 
much narrower beam than that of the baffled piston. This 
results in a smaller area of the controlled sound field being 
affected by spill over. 

Note that the expression used for the sound field of the baf-
fled piston is a far-field expression and so the field close to 
the piston is not correctly modelled. For this reason the con-
trolled field at distances less than 0.3m should be ignored. 

The error sensor 

The error sensor is located at 5m. In the following, the con-
trol achieved when the secondary source is the parametric 
array and when it is the baffled piston will be compared. As 
both the primary and secondary sound fields are known the 
optimal gain to reduce the combined field to zero at the loca-
tion of the error sensor can be calculated.   

Calculating the optimal control gain 

The optimal control gain is simply calculated from the prod-
uct of the inverse of the secondary path, C-1 and the distur-
bance at the error sensor d. In this case only a single error 
sensor is used and the magnitude of the control gain is not 
constrained. This means that complete cancellation is ex-
pected at the error sensor. This is not a realistic result, how-
ever the character of the field around the sensor, the zone of 
quiet, is of interest.    

The zone of quiet & comparison to control using a 
piston as a secondary source 

Figure 10 shows the resulting sound field after active control 
has been applied. The field is normalised to the primary field 
so that positive numbers indicate an increase in level and 
negative numbers indicate attenuation. The scale on the fig-

ure has been limited to ±10dB to accentuate the variations in 
level. The calculation of the sound field produced by the 
parametric array uses coordinates normalised to the radius of 
the transducer and the Rayliegh distance. For this reason the 
shape of the sound field shown in figure 10 is a wedge. From 
Figure 10 it can be seen that the zone of quiet generated by 
the parametric array is in fact less localised than that created 
by the baffled piston, however it has a smaller angular extent. 
The baffled piston creates narrow lines of reduction whereas 
the parametric array creates a smudge. Note that the extent of 
the predicted field in the y direction is only 0.1m at the 
monopole source location and extends to only 0.3m at 9m 
from the source in the z direction.   

 
Figure 8 Variation of level of the controlled sound field in 

space. Left hand plot shows the field created using the para-
metric array and the right hand plot shows that created using 

a baffled piston. Note that the scale has been limited to 
±10dB to highlight the extent of the zones of quiet. 

Figure 11 shows the primary and secondary fields for both 
the parametric array and the baffled piston. It can be clearly 
seen that the parametric array creates a very low level close 
to the source. Figure 12 shows how the controlled field varies 
on axis. It can be seen that the reduction at the 5m error sen-
sor location is large for both control sources, however the 
zone extends for a smaller distance for the case of the baffled 
piston source. 

 
Figure 9 Secondary fields generated by the parametric array 

and the baffled piston. 
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CONCLUSIONS 

The virtual sensing algorithm has been reviewed and dis-
cussed in the context of creating an active control system that 
can create mobile, local zones of quiet. It was shown that the 
algorithm is very sensitive to changes in the transfer func-
tions between the physical and virtual sensors and from the 
secondary source to the physical and virtual sensors. This 
would severely limit its application to such a system. 
The source characteristics of the parametric array have been 
discussed. It was shown that in the audible range and for 
medium sized transducers the required ultrasound levels are 
very high for significant distances on axis and that the audi-
ble field does not reach its maximum magnitude for several 
meters. There is a strong frequency dependence for the effi-
ciency of the source which makes the output of sound below 
1kHz impractical. 

The parametric array has been shown to create zones of quiet 
that can extend further in the radial direction over a narrow 
beam width than those created by a piston. This is a conse-
quence of the degree of geometrical matching between the 
Greens functions of the sources and the primary field. The 
use of highly directional sound fields for active control is 
viable and has some benefits, however the parametric array is 
not an effective enough transducer. In general the virtual 
sensing algorithm is not very robust and may be limited to 
simple sound fields or the virtual location must be fairly close 
to the physical sensor. 
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Figure 10 Variation of sound reduction on axis. The black 
line shows the controlled level due to the parametric array, 

the grey line shows that due to the baffled piston.


