HRTF selection for binaural synthesis from a database using morphological parameters
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ABSTRACT

Auditory virtual environments are becoming increasingly relevant for applications such as teleconferencing, hearing aids, video games, and general immersive listening. To enable high fidelity renderings of the sound scene in such environments, the audio content must be treated with the actual listener's acoustical filters, the so-called head-related transfer functions (HRTFs). The current challenge for general public applications, given the difficulty of measuring HRTFs for a given listener, is to be able to individually generate HRTFs or perform a selection from a database of pre-existing HRTFs, so as to provide the listener an HRTF that enables a listening experience that is as realistic as possible, using for example only data taken from a photo of the listener's ear. A process is described in which a database of 46 measured HRTFs was analysed using various data reduction techniques such as principal component analysis and frequency scaling. A selection of the subjects' most significant morphological parameters was performed using data mining techniques such as support vector machines. This subset of morphological parameters for subjects associated to the HRTF database were then used to perform multiple linear regressions against the reduced dataset of HRTFs in order to predict what might be the listener's preferred HRTFs. The prediction performance was then compared to the results of a perceptual evaluation of the HRTFs from the database using a listening test. The results show that the proposed process was able to predict preferred HRTFs for a listener significantly better than if the HRTFs were chosen at random. The results from the listening test were also used to explore a perceptually relevant frequency range of the HRTF.

INTRODUCTION

Humans have the ability to encode directional information from incident acoustic transfer functions. The head, external ears, and the body of a listener transform the spectral information of a sound in space by the so-called head-related transfer function (HRTF), and this allows us to perceive our acoustic environment in terms of the position, distance, etc. of sound sources.

For binaural synthesis applications such as teleconferencing, hearing aids, video games, and immersive listening in general, a high-fidelity rendering of the auditory scene, known as the virtual auditory space (VAS), is preferable. The use of an HRTF that is as close as possible to the acoustic filters of the listener enables a high fidelity rendering. Several studies in the literature have demonstrated the interest of what is known as individualized HRTFs [1-4], especially in terms of localization accuracy. However, there exist studies that show that a listener's own HRTF are not always preferred over other HRTFs [5].

An individualized HRTF can be obtained via measurements with small microphones at the entrance of the ear canal of the listener [6-8], or even via a digital acoustic simulation [9, 10]. Despite the quality of the rendering in VAS, these methods remain quite laborious. Other solutions oriented towards the general public include the use of rapid HRTF measurements via the principle of reciprocity [11] or interpolation [12], the adaptation of non-individualized HRTFs [12, 13], or the selection of an optimal HRTF from a database [14-18].

This study aims to pursue the third method, particularly inspired by techniques that make use of morphological parameters [17-20]. Most of these techniques focus on a validation via localization tests. The current study seeks to validate two different methods for selecting an HRTF from an existing database, without using localization tests, or interpolated HRTFs, and instead using an assessment that is more suitable to the applications mentioned. For these reasons a listening test and the results of the subjects' perceptual evaluations was used.

METHOD

Listening test

The purpose of this study was to find a procedure for HRTF selection from an existing database of HRTFs. This database was composed of HRTF recordings and the subjects' associated morphological parameters. To better evaluate the proposed selection methods, a perceptual evaluation of the HRTFs in the database by the subjects was performed.

The HRTFs used came from the public database of the LISTEN project [21]. 45 subjects participated in this assessment. The raw measurements (i.e. without diffuse field equalization) of 46 subjects (one subject did not participate)
were selected for this test. The HRTFs were decomposed into the minimum-phase and excess-phase components. The excess-phase was replaced by a pure delay, which represented the inter-aural time difference (ITD) of each subject. The ITD was determined by calculating the maximum of the inter-aural cross-correlation coefficient of the energy envelopes.

In this way, the delay was matched to the subject and only the spectral information of the HRTF was varied. This equates to, as a simulation, changing the ears of each subject while keeping the same geometry of the head.

The signal used for the test was a binaural synthesis of a broadband white noise of 0.23 seconds, modelled using a Hanning window. The test signal was presented at fixed positions along two paths presented in sequence:

1. A circle in the horizontal plane (elevation = 0°) in increments of 30°. The path started at 0° azimuth and 0° elevation and made two rotations (duration 6 seconds).
2. An arc in the median plane (azimuth = 0°) from elevation -45° at the front to -45° at the back in increments of 15°. The path started at the front elevation of -45°, and the elevation was varied to the rear and then made to come back the same route to the starting position (duration 9 seconds).

For each subject, 46 signals, corresponding to 46 different HRTFs from the database (including the subject's own HRTFs), were presented using a graphical interface. For each HRTF, subjects had to make a judgment: excellent, fair or bad. Subjects were asked to select between 5 and 10 HRTFs as excellent in order to obtain a useful statistic for the analysis of the results. The subjects did not know which HRTFs among the 46 matched their own measured HRTFs. Subjects were allowed to listen to the signals as many times as they wished, and in any order. The test duration was about 35 minutes.

Figure 1 presents the results of the listening test for all subjects. The subjects are represented on the horizontal axis and the HRTFs judged on the vertical axis. The colour of the circles indicates the judgment of the HRTF. The diagonal shows clearly that all subjects, except three, judged their own HRTFs as excellent.

Principal component analysis

The LISTEN HRTF measurements [21] were taken at positions in space corresponding to elevation angles between -45° and 90° with increments of 15° and azimuth angles starting at 0° with increments of 15°. In this database, increments in azimuth gradually increased for elevation angles above 45°, in order to sample the space evenly, for a total of 187 positions. No interpolation was used in this study because it was considered important not to have the quality of interpolation as a variable in the data, which means that the measured HRTFs did not sample the space in a perfectly equal manner. The raw HRTF measurements were normalized in root-mean-square level between the left and right ears for all positions, and then normalized in root-mean-square level for all positions for the left and right ear over all the subjects.

The HRTFs were then transformed into what is known as a directional transfer function (DTF) [22], which contains only the part of the HRTF that has directional dependence. The DTF is the amplitude spectra divided by the mean HRTF spectra for all positions in space for each ear. In addition, the limited frequency resolution of the auditory system is taken into account by a smoothing of the DTF on a critical band scale. In this study, the spatial distribution of HRTF measurements was not taken into account for the calculation of the DTF.

The processed DTFs of 512 points were then concatenated for all positions for each ear. The vectors of concatenated spectra for each ear were then themselves concatenated, which gave one vector per subject, which then represented a row of a matrix of dimensions 46x191488 that contained all the subjects. The columns of this matrix represented the magnitudes in frequency for all DTFs. A principal component analysis (PCA) was performed on this matrix. The purpose of the PCA was to reduce the dimensionality of the HRTF database that has a certain redundancy, while retaining the most significant aspects of variability in the data [23, 24]. The analysis gave a new data matrix (the scores) representing the original data projected onto the new axes (the principal components) with the same dimensions as the original matrix. Each row of this new matrix of scores still represented a subject, and each column represented a dimension space. Each column in the matrix of scores was ordered as a function of the amount of variance in the original data it described. Values from each column were then used as coordinates in a multidimensional space. By taking, say, the first three columns, the subjects could be represented describing the most variance possible, in a three-dimensional space. Euclidean distances between subjects were thus a measure of similarity based on the recorded HRTFs.

Selection of the most significant morphological parameters

The LISTEN database included, for each subject, 22 morphological parameters defined in [25] (figure 2). This represents all morphological parameters except: $x_{13}$, $x_{14}$, $x_{15}$, $d_9$ and $\theta_2$. 
An analysis for a subset of relevant features (i.e. the most significant morphological parameters) was performed using a method of machine learning called feature selection. In order to comply with the chosen feature selection method the results were grouped into two categories: HRTFs classified as excellent and fair (not bad) versus HRTFs classified as bad.

The feature selection procedure chosen to find the most significant morphological parameters was the recursive feature elimination support vector machine (RFE-SVM). SVMs function by constructing a set of hyperplanes in a high dimensional space to classify data. A RFE, a backward elimination method, was then used with linear SVMs to train the data using all the parameters and iteratively eliminate features based on the classification. This technique has been used for example to find cancer genes [26]. With this method, the parameters were ranked from most to least significant. A variable in the classification with SVMs is the complexity value C, which controls the tolerance of classifications errors in the calculation, and introduces a penalty function [27]. A C value of zero indicates that the penalty function is not taken into account, and a large value of C (C → ∞) indicates that the penalty function is dominant. According to the different values of C, the ranking of the morphological parameters and the effectiveness of the classification varied. A value of 10 was used for classification with SVMs, selected to have a somewhat high tolerance for classification errors (i.e. reduce overfitting) and give the best results using a 5-fold cross validation.

RESULTS

Validation

Validation of the multidimensional spaces was performed for each subject by ranking the HRTFs from the database based on the Euclidean distances for all possible dimensions. The ranking of the DTFs for each subject was compared with the results from the listening test. For each subject, the rank values did not follow a normal distribution, a Kruskal-Wallis analysis of variance was used to test the equality of the medians.
Figure 3 shows the distributions of rank values for the two methods of data reduction. The first 45 dimensions were used in the PCA, which accounted for 79% of the variance in the DTF data. For the MDS analysis, the first 26 dimensions were taken from the reconstruction of the multidimensional space from the dissimilarity matrix. The maximum scaling factor error, calculated as the difference between the Euclidean distance between a pair of HRTFs and their corresponding scaling factor, was 0.13 (maximum scaling factor was 0.23). The distribution, represented as a boxplot, in the figure for the judgment excellent for example, represents the rank values using the multidimensional space for HRTFs judged as excellent for all the subjects. The distributions became slightly more statistically significant as the number of dimensions was increased. This can be expected as the principal components (for the PCA method) described more variance in the data as more dimensions were added. Overall, these two methods had similar results but processed the DTF data in very different manners. It is interesting that the information contained in the scaling factors, which represents the differences between subjects based on only one aspect of the DTF can be used in the analysis to create an effective multidimensional space. This space is as coherent as the space using all the spectral information (PCA of the DTFs).

Being more interested in the application of this method for the prediction of the best HRTFs for a given subject, a validation metric that was more subtle and better suited for binaural synthesis applications was calculated. This metric was calculated by checking the percentage of HRTFs judged in the listening test as excellent, in the top ten ranked HRTFs from the multidimensional space using the PCA of DTFs. This percentage may be compared with the overall percentage of HRTFs judged as excellent in the listening test for each subject; corresponding to the percentage of HRTFs judged as excellent that would exist in a selection of ten randomly selected HRTFs. This comparison was made for all dimensions and for each subject. A Student test was used to check whether the mean percentage values from these two distributions were statistically different for each number of dimensions. The p-value of the Student test, termed p-value excellent, represents the probability of obtaining a test statistic at least as extreme as that actually observed, assuming that the null hypothesis (that the percentage values for the two groups come from the same population) is true.

The p-value excellent was then used to find a frequency range, which was applied to the DTFs that were used to create the matrix of data for the PCA, that gave the smallest value, i.e. the most statistically significant result. Figure 4 shows the minimum p-value excellent for all dimensions for the different frequency ranges tested. The minimum frequency is plotted on the horizontal axis and the maximum frequency on the vertical axis. The optimal frequency range was found to be from 0 Hz to 11500 Hz. This frequency range corresponds to a p-value excellent of \(3.5 \times 10^{-6}\). This frequency range can be interpreted as the portion of the DTF that is perceptually the most important in terms of subject judgments in the listening test. There were however many other regions (frequency ranges) that can be seen in the figure that had similar values of p-value excellent.

Figure 5 shows the number of dimensions used for each frequency range with a maximum number of 45 dimensions. The number of dimensions used for the optimal frequency range was 35. A correlation exists between the p-value excellent represented in figure 4 and the number of dimensions used in the analysis in figure 5. Smaller the value of p-value excellent, corresponding to a multidimensional space that is more effective, the more dimensions used in the analysis, representing a greater percentage of the data variance being described.

**Prediction of HRTF with morphological parameters**

With the choice of the most significant morphological parameters, multiple linear regressions were made to see if it was possible to predict the judgments of the HRTFs from the listening test for each subject. This was done by repeating the validation of the multidimensional spaces for each subject by removing their data from the matrix of DTFs. The coordinates for each subject in the multidimensional space were predicted using a linear regression between the most significant morphological parameters and each dimension (the scores from the PCA were treated as coordinates) in the space. Once the coordinates of the subject had been calculated, the validation was performed in the same way as described in the Results section for each number of dimensions.
Figure 5. The number of dimensions used for the different frequency ranges. The dimension values corresponding to a colour are displayed on the vertical axis on the right of the figure.

Figure 6 shows the p-value excellent metric for the validation using a linear regression in the multidimensional space created using a PCA of the DTFs, which was the most effective. The multidimensional space corresponding to the most effective frequency range used a total 35 dimensions (figure 5). The minimum p-value excellent over all dimensions for the first ten morphological parameters, ranked using the SVM feature selection method, are displayed in the figure. The statistical significance level of p-value equal to 0.05 is plotted as a dotted line in the figure. The number of parameters that gave the best result was calculated to be 5. The five parameters used for this analysis corresponded to: $x_3$, $x_2$, $x_1$, $x_{12}$, and $x_7$. This small number of morphological parameters is a first attempt to reduce the information needed to select an HRTF from a database corresponding to a certain listener using only a photo of the ear. Figure 7 shows the performance of this multidimensional space using the regression for the five morphological parameters cited. The ratio of the percentage of HRTFs judged as excellent in the listening test globally, for 37 subjects (some morphological parameters were missing for 8 subjects), to the percentage of HRTFs that were judged as excellent in the first ten HRTFs selected using the multidimensional space and the regression is presented in the figure. The results are ordered from smallest ratio value to largest. If a point in the figure lies above the ratio value of 1 (marked by a dotted line) then the proposed method did a better job at predicting a subject’s HRTFs judged as excellent than would be achieved if a random selection of 10 HRTFs were made. It can be seen that the regression does better than chance for 26 out of the 37 subjects tested.

Figure 6. Validation of the regression with morphological parameters. Minimum p-value excellent as a function of the number of morphological parameters.

Figure 7. Ratio of percentage of HRTFs judged as excellent in a random selection of 10 HRTFs to percentage of HRTFs judged as excellent in the first 10 HRTFs using the proposed method.

Conclusion

This study successfully validated two methods that aimed to describe the differences between HRTFs in a database. This validation was performed with the results of a listening test based on a perceptual evaluation without using HRTF interpolation. The proposed technique was used to select the most significant morphological parameters, as well as the most relevant frequency range. In comparison to a random selection, the technique described in this study was able to, in a statistically significantly manner, predict the perceptual judgments of HRTFs. This method, still a work in progress, could therefore be used to facilitate the selection of HRTFs from a database. It could be applied for binaural synthesis applications serving the general public by simply using a photo of a listener’s ear.
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