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ABSTRACT 

Time domain boundary element method (TBEM) employs the time marching field integral algorithm to solve tran-
sient problems. Because it usually suffers from the instability, various methods to treat such an instability problem 
have been attempted, but the onset time of instability is only delayed and the instability still occurs under some condi-
tions. This paper describes our recent effort to stabilize the TBEM calculation by the wave vector filtering. Time re-
sponses are composed of the sum of wave vectors which are amplified with the magnitudes of their eigenvalues at 
each time step. As a simulation example, the sound propagation from a point source in a rigid box was taken. Instabil-
ity occurred by the numerical error in the resonant modes. Stabilization of TBEM calculation could be achieved by 
excluding wave vectors, of which eigenvalues were larger than one.  

INTRODUCTION 

Time domain boundary element method (TBEM), which is 
based on the retarded potential equation, employs the time 
marching algorithm. This method has a good potential to be 
applied to various transient wave propagation problems in 
acoustics, electromagnetics, geophysics, elastodynamics, etc. 
General derivation of boundary integral formulation for the 
transient 3-D wave propagation problem can be found in 
[1,2]. Examples of sound propagation problems can be seen 
in [3,4]. The major obstacle prohibiting the use of the TBEM 
widely is due to the instability.  

The instability seems to be related with the internal resonance 
frequencies of an enclosed body in the scattering problem [5].  
Numerical approximation error may enlarge the decay rate of 
internal resonant modes to be larger than one, leading to the 
instability [6]. The condition of instability might be mathe-
matically explained by the eigenvalues of a single iterative 
matrix of the implicit formulation [7]. 

Various methods have been suggested to stabilize the TBEM 
calculations. Methods using the averaging scheme, which 
filters the temporal and spatial high frequency components by 
the solution smoothing, were reported to improve the stability 
[8,9]. The central difference scheme used for the time deriva-
tive was found to decrease the instability by suppressing the 
high frequency unstable components [10]. The temporal and 
spatial interpolation functions [11,12] and the Galerkin me-
thod [13] were introduced to suppress the instability, which 
described the causality of the wave propagation phenomenon.  
A combined integral equation incorporating the time domain 
Burton-Miller formulation was introduced to avoid the insta-
bility at the internal resonances in the exterior problems 
[14,15]. Although the foregoing methods tried to stabilize the 
computation by suppressing some causes of instability, the 
stability on the entire time-domain could not be assured in 
general. The onset time of instability is only delayed under 

some special conditions, but the instability itself usually oc-
curs for some time later yet.   

In this paper, we tried to physically describe the cause of 
instability and suggest a stabilization method employing the 
wave vector filtering. The present stabilization method is 
different from other previous methods in the adjustment of 
unstable wave vectors during the calculation. Wave vectors, 
which constitute the natural behaviour of the system response 
in time domain, were calculated from eigenvectors of a single 
iterative matrix of TBEM equation. In every time step, the 
time response was projected into the wave vector space by 
the least square method and the unstable wave vectors were 
truncated. As a simulation example, the sound propagation 
from a point source in a rigid box was considered.  

 

FORMULATION 

The following Kirchhoff integral equation provides the basis 
of the acoustic TBEM [1]: 
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Here, c(r0) denotes the solid angle, p(r, t) is the pressure at 
location r and at time t, R=|r0− rs| the distance between field 
point r0 and surface point rs, tret=t−R/c the retarded time, and 
(∂/∂n) the outer normal derivative on the surface.  

For the surface points, the discretized Kirchhoff integral be-
comes  
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where C is the diagonal matrix containing the solid angles, Pn 
the surface pressure vector at n∆t, αi, βi, γi are the coefficient 
matrices of the dipole and monopole terms for the surface 
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variables at (n-i)∆t, W the maximum retarded time step which 
is calculated from the geometric size of the system.  

If the mixed boundary condition is assigned, TBEM formula-
tion can be expressed as 
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where Ai, Bi are the rearranged coefficient matrices. The time 
derivative is discretized by the 1st order central difference 
scheme. In Eq. (3), a finite impulse response (FIR) filter is 
used to obtain an impulse response for the impedance boun-
dary condition, for which m denotes its length. The input 
vector {X} and the output vector {Y} are respectively given 
by 
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Here, the notations (..)|D, (..)|N, (..)|A denote the surface varia-
ble vectors for the Dirichlet, Neumann, and impedance boun-
dary condition, respectively.  

Equation (3) can be expressed as the recursive structure with 
single feedback as shown in Fig. 1. If the impedance boun-
dary condition is modeled by an infinite impulse response 
(IIR) filter, the calculation can be modeled with a double 
feedback structure. It can be noted that the calculation algo-
rithm resembles the multi-input multi-output (MIMO) IIR 
filter.  

 
Figure 1. A block diagram of the recursive TBEM algorithm 
with a single feedback. 

 

ANALYSIS OF TIME-DOMAIN BE MODEL 

System equation 

Equation (3) can be easily reformed into the following canon-
ical form [7]: 
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or  

1n n n
 Y M Y X . (5b) 

The response ‹Y›n represents the sequential distribution of 
surface variables within the time of (m+W)∆t. The input ‹X›n 
is given by the boundary conditions. To investigate the re-
sponse behavior of time-domain BE model (TBE model), the 
response is assumed to be exponential function as  

  exp
n

j n t      Y u , (6) 

where α is a constant related to the attenuation and u is a 
constant vector. Substituting Eq. (6) into Eq. (5b) and assum-
ing that ‹X›n is given as zero, the following eigen-equation 
can be formulated: 

  0 M I u ,            exp j t      . (7a,b) 

This approach is applicable only to the recursive structure 
with a single feedback. 

The solutions of Eq. (7a) determine the characteristics of 
natural behavior of the response. Solutions are the complex 
conjugate pairs because M is not symmetric. Physically, these 
conjugate pairs represent the incoming and outgoing waves. 
Due to complex expression, eigen-solutions cannot be ap-
plied directly to analyze the TBE model. Accordingly, the 
eigen-equation should be separated into real and imaginary 
parts as 

 ll
i i i M u u , (8a) 
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where ui, λi are the ith eigenvector and eigenvalue, respective-
ly, and l denotes the elapsed time step.  

Physical description of the solutions 

The eigen-vectors determine the time-varying natural modes 
of the response ‹Y›n. In other words, the response vectors are 
expressed in time domain by the complicated interaction 
between real and imaginary parts of eigenvectors which are 
expected to vary in time with a spatial distribution of surface 
variables within the maximum time delay. In this sense, real 
and imaginary parts of eigenvectors can be called the time- 
domain wave vectors. 

The magnitude of eigenvalue |λ| includes the decay rate of the 
corresponding wave vector at a time step. The time response 
can diverge exponentially due to the decay rate larger than 
one. The condition of divergence can be defined as  

0 for 1T
i ik

  q Y , (9) 

where qi denotes the time-domain wave vectors. 

The interactive process in Eqs. (8b) and (8c) should be re-
peated every time satisfying the condition of arg(λi

l) = –lω∆t 
= 2nπ. The frequency of wave vector can be calculated from 
the phase of corresponding eigenvalue as [6] 

 arg1
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Instability condition 

In the former section, it was mentioned that the instability in 
the TBEM calculation was caused from the overestimated 
decay rate of some eigen-modes to be larger than one. This 
means that the numerical errors in dealing with the resonant 
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modes with very small damping would be main cause of the 
instability. Even in the exterior problems having the geome-
tric divergence, the unphysical damping property of internal 
resonances can cause the instability [6]. Such an overestima-
tion error may be larger for the problem with the mixed 
boundary conditions because the coefficient matrices are 
more complicated than the problems with simple boundary 
condition involved with radiation and scattering problems. 
Most of previous studies focused on the reduction of overes-
timated unphysical decay rate, but their algorithm worked 
only under specific condition. The consequence was only a 
delay of the onset time of instability, so the instability would 
eventually occur. During the TBEM calculation, the instabil-
ity occurs due to aforementioned reason and also the unstable 
complementary wave vector develops because of the errors in 
estimating the high order wave vector modes constructing a 
rank-deficient wave vector space. The present study focused 
on the elimination of unstable wave vectors.  

 

FILTERING FOR STABILIZATION 

Wave vector expansion 

For the stabilization, one should first calculate the wave vec-
tors of the response ‹Y›n at every time step. In this study, the 
response is projected to the wave vector space in the least 
square sense as 

  *
1 2k k k

  c U Σ U Y Q Y . (11) 

Here, Q = [q1 q2 … qn] denotes the wave vector space, qi is 
the wave vector, {c}k the coefficients vector of each wave 
vector, U1, U2 the unitary matrices called right and left singu-
lar vectors, respectively, Σ the diagonal matrix containing the 
non-negative real singular value. However, the wave vector 
space is generally rank-deficient, which results the response 
being given as  

   kk k

  Y Q c I QQ Y , (12) 

where (I-QQ+)‹Y›k means the complementary wave vector 
space to Q. With the aid of the least square method, the re-
sponse can be decomposed into two components of wave 
vector space and its complementary space minimizing the 
residue of wave vector expansion to be (I-QQ+)‹Y›k. 

Elimination of unstable wave vectors 

It is thought that the response by the TBEM calculation can 
be stabilized by discarding the unstable wave vectors. At 
every time step, unstable wave vectors can be nullified by the 
truncation as 
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where ‹Y›k
* denotes the truncated response. Although the 

deviation of truncated response from the initial one is small if 
the frequencies of unstable wave vectors are much higher 
than the frequencies related to the mesh size and time step, 
the fidelity of the stabilized response would be in general 
degraded by losing the unstable wave vector components.  

DEMONSTRATION EXAMPLE 

As a demonstration example, the sound propagation by a 
point source within a rigid parallelepiped box was taken. 
Figure 2 illustrates the geometric size of the box, which is 
0.9m x 1.1m x 0.7m, and the BE model composed of 96 
nodes and 188 linear triangular element. The maximum ele-
ment size was 0.32 m, which suggests the reliable frequency 
range below 270 Hz by λ/4 criterion. 

 

Figure 2. (a) A rigid parallelepiped box with a point source 
at (0.1, 0.2, 0.3) m, (b) BE model (96 nodes, 188 linear trian-
gular elements). 

Time step size ∆t was selected as 0.2 ms (c∆t/∆h = 0.35) 
satisfying the CFL condition. Maximum time delay was set 
as 24·∆t, so the number of wave vector modes in the TBE 
model was 2304 (24·∆t x 96 nodes).  

Octave band impulse was given at a point source located at 
(0.1, 0.2, 0.3) in m as follows: 

     
exp
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Here, h(f) denotes the octave band pass filter centered at 63 
Hz and k is the wave number, R the distance between the 
point source and a surface point.  

In the test example, there were only 5 unstable wave vectors, 
of which eigenvalues were exceeding one. Table 1 summa-
rized the characteristics of those unstable wave vectors.  

Table 1. Characteristics of unstable wave vectors. 

order |λ| 
fi=arg(λ)/2π∆t, 

Hz 
Wave vec-
tor shape 

5 1.0001 0 (0, 0, 0) 
111,112 1.0199 1328 (1, 1, 2) 
129,130 1.0167 1308 (2, 1, 2) 

Frequencies of all these wave vectors except the 5th one were 
much higher than the error limit frequency given from λ/4 
criterion. One can find that the frequency of observed wave 
vector shape is much lower than the frequency of the corres-
ponding eigenvalue. This reveals that the observed unstable 
wave vectors are spatially aliased due to the finiteness of 
boundary elements. For instance, the (1, 1, 2) wave vector 
appears actually at 446 Hz which is different from the eigen-
frequency. Figure 3 depicts the 111th wave vector, as an ex-
ample of unstable wave vectors, and one can see that its re-
sponse increase gradually as the time elapses.  

Calculated impulse responses in 63 Hz octave band are pre-
sented in Fig. 4. An exponential divergence phenomenon can 
be observed. To monitor the correlation between the response 
‹Y›k and unstable wave vectors qi, the modal assurance crite-
rion (MAC), which has been widely used to indicate the con-
sistency of mode shapes in modal analysis [16], was calcu-
lated at each time step. The MAC value is defined as 
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Time history of MAC value for the unstable response is 
shown in Fig. 5, which indicates the time span of the domin-
ance of the unstable wave vector. In this example, the most 
dominant unstable wave vectors are the 111, 112th vectors 
because their decay rates are largest one of all. One can ob-
serve that the 5th wave vector does not contribute to the onset 
of the instability. 

Figure 6 displays a successfully stabilized response as a re-
sult of the wave vector filtering, which shows almost perfect 
match with the inverse Fourier transform of frequency-
domain BEM (FBEM). Such a good agreement is due to the 
fact that frequencies of unstable wave vectors are much high-
er than the excited frequency. The resultant correlation with 
unstable wave vectors can be seen in Fig. 7, which depicts 
the elimination of problematic vectors during the calculation 
step. 

 

Figure 3. Shape of the 111th wave vector. 

  

0.0 0.1 0.2 0.3
-0.5

0.0

0.5

 

 

C
al

cu
la

te
d 

pr
es

su
re

, P
a

Time (s)

 

Figure 4. Calculated surface pressure at (0.467, 0.450, 1.10) 
m subject to an impulse excitation at 63 Hz octave band.  
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Figure 5. Time history of MAC values of unstable wave 
vectors and calculated response ‹Y›. 
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Figure 6. Stabilized surface pressure at (0.467, 0.450, 1.10) 
m for an impulse excitation at 63 Hz octave band. , 
TBEM; , FBEM. 
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Figure 7. Time history of MAC values of unstable wave 
vectors and stabilized response ‹Y›. 
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CONCLUSIONING REMARKS 

Numerical characteristics of TBEM algorithm were explained 
physically and the stabilization method by the wave vector 
filtering was suggested. It was discussed that wave vectors, 
which are real and imaginary parts of eigenvectors of time-
marching iterative matrix, represent natural behavior of the 
system response at each time step. Each of them was multip-
lied with the corresponding complex eigenvalue. It was con-
cluded that the instability in TBEM was caused from some 
wave vector modes having larger decay rates than one. 

Wave vector filtering was used for the computational stabili-
zation. To this end, the least square method was adopted in 
expanding the response to the wave vector space and MAC 
value was employed to find the correlation between the re-
sponse and the unstable wave vectors. Unstable wave vectors 
were excluded counting the truncation errors. In the simula-
tion example, the proposed stabilization method was success-
ful in dealing with the problem having Neumann boundary 
condition. It is thought that the present idea can be extended-
ly applied to more general problems having the mixed boun-
dary condition. 
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