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ABSTRACT

An approach for the reproduction of speech signal at local spot is introduced in this paper. It is based on signal de-
composition using the orthogonal basis function made from random vectors. It has some difficulties, however, in the
reproduction of speech signal at the desired local spot. One of them is that the information in speech can be perceived
from the synthesized signal at the point except the desired spot, although its quality is degraded due to its decomposition
into random signals. As far as the target of our study is focused on the reproduction of speech signals, location of the
sound sources, by which the decomposed random signals are emitted, is related to the difficulty in understanding of
the contents of speech. Considering the facility of the reproduction, the sound sources are located in the same distance
from the spot. However, the performance is not appropriate in that case, meaning that the information in speech can be
perceived at the point around the desired spot in this case. Location of the sound sources with their distance from the
spot distributed has potential to solve that problem, bringing about the further distortion in the synthesized signal at the
point except the spot.

INTRODUCTION

One of the purposes for sound emission in public space is
to transfer the information involved in it. Since sound wave
with the audible frequency has its wavelength comparable to
the objects around us, it is difficult to avoid its propagation
where it is not required, due to diffraction and reflection. If
the information in sound can be conveyed at the desired lo-
cal spot in the sound field, the communication with sound may
yield new property beyond such physical limitation. Paramet-
ric loudspeaker based on ultrasound is useful in order to sat-
isfy such need[1, 2, 3, 4]. This can generate very narrow beam
of sound propagation. However, it can limit the “direction” of
sound propagation, not the local “spot.” Moreover, the spe-
cial hardware must additionally be constructed and installed.
It must be meaningful if the abovementioned need is satisfied
by using the audible sound. Flat panel loudspeaker has some
effective features due to its shape and structure[5]. It is the
same as the parametric loudspeaker, however, in the point that
the hardware with special structure must be manufactured. The
method without special instruments and applicable to the ordi-
nary public address equipments may widely contribute to prac-
tical use.

In this paper, another approach for the reproduction of speech
signal at local spot is introduced. It is based on signal decom-
position using the orthogonal basis function made from the
random vectors. Representation of speech signal by using this
decomposition was originally proposed by Togura et al.[6].
Negi et al. applied this decomposition method into transaural
reproduction[7]. They used the sound of violin as the example
source signal, decomposed it with random vectors, and repro-
duced each of the decomposed random signals with each of
the loudspeakers distributed around the listener. They reported

that the music signal was well reproduced at the listener’s ears,
and the distorted signal was obtained at the points except the
listener’s ears. Taking this property into account, this decom-
position method is expected to bring about the reproduction of
signal at the local spot, and the secrecy of information in signal
except the spot.

However, this method has some difficulties in the reproduc-
tion of speech signal at the local spot. The synthesized speech
signal is greatly distorted at the point except the desired lo-
cal spot, but the contents of speech can be obtained from the
signal synthesized there. This prevents the secrecy of informa-
tion in signal except the spot from being insured. As far as the
target of this study is focused on the reproduction of speech
signals, location of the sound sources, with which the decom-
posed random signals are emitted, is related to the difficulty in
understanding of the contents of speech. Hence the relation be-
tween the reproduction performance of speech signal and the
location of sound sources is investigated via computer simula-
tion in this paper.

SIGNAL DECOMPOSITION WITH RANDOM VEC-
TORS

The method of signal decomposition with random vectors is
briefly mentioned[6] in this section.

Signal representation with orthogonal basis functions

An arbitrary signal, s(n) (sample length: N), can be expressed
by using the linear combination of the orthonormal basis func-
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tions as follows:

s(n) =
N

∑
k=1

wkφk(n), (1)

where φk(n) is the k-th orthonormal basis function, and wk is a
weight factor for φk(n). In matrix form, Eq. (1) is expressed as
follows:

s = Φw, (2)

where a matrix involving the set of orthonormal basis func-
tions as the row vectors is expressed by Φ , and vectors w and
s consists of wk and s(n) as their components, respectively. The
Discrete Fourier Transform (DFT) and its inverse (IDFT) be-
longs to such representation if φk(n) is set to (1/N)e j(2π/N)nk.
Togura et al. stated that the set of orthonormal basis functions
can also be made from the random vectors[6]. A random ma-
trix of its size N×N is generated and its row vectors are ex-
pected to be linearly-independent, meaning that the matrix Φ is
full rank. The orthonormal basis functions are easily obtained
by various techniques[8]. The k-th orthonormal basis function
is denoted as vk(n) and an orthonormal matrix involving vk(n)
as its row vectors is expressed as V, then the Eq. (1) is rewritten
as

s(n) =
N

∑
k=1

akvk(n), (3)

and
s = Va, (4)

where a is a weighting vector consisting of ak as its compo-
nents.

From the Eq. (4), the signal is decomposed into random vectors
by computing the weighting vector a as follows:

a = V−1s. (5)

Signal decomposition procedures

In order to execute the signal decomposition by calculating the
Eq. (5), the set of orthonormal matrix V must be prepared.
Choosing large value of N means that the size of V becomes
large. However, the abovementioned principle can be adopted
to the decomposition of long signal with relatively small N,
regarding the value of N as the frame length. Source signal
is divided into frames of length N, and the decomposition is
repeated frame by frame. These procedures are illustrated in
Fig. 1. In this figure, a block named “Computation of weight-
ing coefficients” indicates the procedure to compute Eq. (5).
Computed weighting factors are multiplied by each basis func-
tion vk(n). After the signal was decomposed into random vec-
tors as stated in the previous section.

The value of N can be set arbitrary, but the smaller N some-
times leads to the matrix V not inversible or ill-conditioned,
and the randomness of vk(n) is not sufficient. In this paper, the
value of N was set to 200.

Reason for selecting random vectors as orthonormal
basis functions

When the reproduction of sound at the local spot is aimed at,
the selection of orthonormal basis functions is important. The
complex sinusoidal function can also be selected, but the hu-
man perceives the pitch and/or the tonal component from the
complex tone. That may make the listener annoyed. Moreover,
Togura showed that small number of sinusoidal signals is suf-
ficient to represent the sound signals since the ordinary sound
signal, especially the speech signal has its frequency spectrum
somewhat concentrated at the certain frequency range[6]. This
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Figure 1: Illustration of signal decomposition procedures with
random vectors.

means the distribution of the weighting coefficients is concen-
trated. On the other hand, each of the random vectors has its
frequency spetrum widely spread and no concentration, hence
the distribution of the weighting coefficients may have larger
variance. The effect of masking is also expected so as not to
hear the contents of speech.

SIGNAL SYNTHESIS WITH RANDOM VECTORS

The value of N corresponds to the number of vectors vk(n). If
each of vk(n) is emitted from the loudspeaker with the corre-
sponding weighting factor ak, the value of N is equal to the
number of sound sources. Therefore the large value of N is im-
practical. Negi et al. used four sound sources and mixed N/4
vectors for the input to each source[7]. In the computer simu-
lations of this paper, the same procedures were adopted. Such
processings are illustrated in Fig. 2.
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Figure 2: Illustration of reproduction system

The block named “Decomposition into random signals” in Fig. 2
is the processing depicted in Fig. 1. Number of the random
vectors corresponds to the number of samples in a frame, usu-
ally exceeds the number of sound sources. Therefore the ran-
dom vectors have to be mixed. The way of mixing is arbitrary,
and it depends on which random vector is assigned to which
sound source. In this paper, the random vectors are grouped
from the first random vector (a1v1(n)) according to the num-
ber of the sound sources (depicted as M in Fig. 2), since ran-
dom vectors are almost random without correlation each other.
The mixed signals generally pass preconditioning filters and
then are output from the sound sources. Their characteristics
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are determined so as to reproduce the original signal, s(n), at
the local spot. It is obvious that the sound field and the location
of sound sources affects them, meaning that the reproduction
accuracy is also affected by those filters.

From Eq. 5, the decomposition of a single frame into random
vectors costs O(N2) operations (if the inverse matrix V−1 was
formally computed), and the mixing costs O(N ·M) operations.
When the value of N and M is small, these operations are pos-
sible in real-time using conventional computing facilities such
as DSP. Such a computing equipment is required to implement
this processings, the further equipment is not required, imply-
ing that the introduced method can be implemented without
any special hardware except the DSP.

COMPUTER SIMULATION OF SIGNAL SYNTHE-
SIS WITH RANDOM VECTORS

In this paper, only the effect of sound source location is dealt
with as the fundamental study. The sound field is assumed to
be the free field. This simplification enables us to discuss the
effectiveness of signal decomposition method itself.

Conditions on signal decomposition

As the starting point of the computer simulation, some con-
ditions concerning the signal decomposition has to be deter-
mined.

Sample points in a frame

The first is the sample points in a frame (expressed as N in
Fig. 1). The smaller value of N leads to the ill-condition of the
matrix V, hence N is set to 200 in this paper.

Number of sound sources

After the mixing of each random vector multiplying its corre-
sponding weight factors as shown in Fig. 2, the authors listened
to each input signal to each sound source. As a result of this
simple hearing test, we concluded that the contents of speech
can be understood unless the number of sound source is more
than 20. Therefore the number of sound sources is determined
as 20 in this paper.

Location of sound sources

In order to simplify the investigate on the effect of the sound
field and the sound source location, two kinds of sound source
location were considered.

Sound sources located with the same distance from the spot:
This means no special preconditioning filters are re-
quired, i. e., Hm(z) = 1 (m = 1, · · · ,M), since all the
output from the sound sources propagate to the local
spot with the same delay, and simply summing the de-
composed random vectors generates the original signal
there. Two examples out of this type of sound source lo-
cation are examined. They are the circular and the semi-
circular shapes.

Sound sources located with various distance from the spot:
This type of location is termed “distributed” hereafter.
In this case, the adjustment of gain and delay due to
the difference in the distance from each sound source to
the spot is required. When the position (or the center) of
the spot, and the position of the i-th sound source are re-
spectively expressed as r0 and ri, the procedure of this
adjustment is summarized as follows:

1. The maximum values of the distance and the prop-
agation delay from the spot to each sound source

is obtained by calculating the following equations:

∆rmax = max
1≤m≤M

rm0, (6)

∆tmax =
∆rmax

c
, (7)

where rm0 = ||rm− r0||, and c is the speed of sound.
2. According to the maximum values calculated above,

the gain and the delay of each sound source are
normalized. The analog impulse response of the
filter are determined as follows:

hm(t) =
rmax

rm0
δ

(
t− rmax− rm0

c

)
, (8)

where δ (t) is the Dirac’s Delta function. The z-
tranform of digitally-sampled hm(t) corresponds
to Hm(z) in Fig. 2.

The filters are characterized only by the gain and the
delay, resulting the flat transfer functions.

Used source signal and SDR

The source signal was an announcement of female talker in
Japanese sampled from CD (sampling frequency: 44.1 kHz)
as an example. The reproduction accuracy was evaluated by
modified SDR (Signal-to-Distortion Ratio) defined by the fol-
lowing equation:

SDR(r) = 10log10

N−1

∑
n=0

s2
r (n)

N−1

∑
n=0
{sr(n)− x(r,n)}2

[dB]. (9)

x(r,n) denotes the signal acquired at the point r, and sr(n) in-
dicates the original signal, but its energy is normalized to that
acquired at the desired local spot. When the acquired signal is
close to the original one, SDR has large value.

Results and discussion

Although the simulated sound field is assumed to be three-
dimensional, the positions of the sound sources and the local
spot were also assumed in a certain two-dimensional plane.
Therefore it is noted that the plot of the sound sources and the
local spots are two-dimensional.

Sound sources located in circular and semicircular shapes

Positions of sound sources in circular shapes are shown in
Fig 3. In this figure, the circles indicate the positions of sound
sources, number of which is 20 on the circle of 3 m radius. The
local spot is set to the origin. The × points show the listening
points, at which the acquired signals were computed. SDR was
calculated at the crossing points of the horizontal and the ver-
tical broken lines. The distribution of SDR is shown in Fig. 4.
It can be found out that the value of SDR is high at the origin,
and is around 0 dB at all points except the spot. This relects
that the original signal is well reproduced at the spot, and the
acquired signal is somewhat far from the original except there.
The case of semicircular sound source location are shown in
Fig 5. The meaning of each point is the same as that in Fig. 3.
The distribution of SDR is shown in Fig. 6. While the slight
change of SDR can be seen at around the source positions and
the spot, the tendency is almost the same as Fig. 4.

Although the low SDR was obtained at the point except the de-
sired spot in both sets of sound source positions, but there is not
a huge difference between the acquired waveform at the spot
and that at the positions except the spot. As an example, the ac-
quired waveforms at the origin and at the point of (2.5,2.5) [m]
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Figure 3: Sound source positions and listening points (circular
shape)

-5

0

5

-5

0

5
-20

0

20

40

60

80

x[m]y[m]

SD
R[

dB
]

Figure 4: SDR in the case of sound source positions on circle
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Figure 5: Sound source positions and listening points (semicir-
cular shape)
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Figure 6: SDR in the case of sound source positions on semi-
circle

are compared in Fig. 7. Figure 7(a) corresponds to the wave-
form acquired at the spot, this is almost the same as the original
speech signal. It can be shown from Fig. 7(b) that the macro-
scopic form is similar to each other while the acquired wave-
form is somewhat distorted comparing to Fig. 7(a). When the
authors listened to the signal depicted in Fig. 7(b), a part of the
speech contents could be heard. This may reflect that the SDR
does not reflect the secrecy of information in speech. Investiga-
tion on the subjective evaluation of information in speech may
be one of the future works.

Case of distributed sound sources

As an example of sound sources located with various distance
from the desired spot, the location depicted in Fig. 8 was adopted.
The meaning of each symbol is the same as that in Figs. 3 and
5. Since the distance from each sound source to the spot is dif-
ferent, the previously mentioned processings were executed so
as to normalize the gain and the delay. The resulting distribu-
tion of SDR is shown in Fig. 9. It is clear that the tendency of
SDR is the same as Figs. 4 and 6, meaning that the original
signal is accurately reproduced at the spot, and the acquired
signal is distorted at the points except the spot. It seems to be
stated that the distributed sound source location has almost no
effect comparing to the case of all sound sources at the same
distance.

Figure 10(a) and (b) show the acquired waveforms at the posi-
tion of (0,0) [m] and (2.5,2.5) [m], respectively. Comparing the
waveforms to those in Fig. 7, scale of the vertical axis is differ-
ent. This comes from the variation in distance of each sound
source to the spot. As shown in Fig. 9, the waveform is almost
the same as the original one at (0,0) [m] (Fig. 10(a)). Seeing
Fig. 10(b), there still remains the macroscopic feature of the
original signal. However, the fine structure of the waveform
seems to be distorted more than that in Fig. 7(b). This fea-
ture may come from the distribution in the gain of each sound
source given due to the distributed location. The variance in the
gain generates the variance in the acquired sound waves from
each sound source, resulting the change in frequency spetrum
of the acquired signal from that of the original one. However,
this difference is not represented in the value of SDR as shown
in Fig. 9(b). Instead of that, it can be said that the information
in the speech is difficult to be heard when the signal depicted in
Fig. 10(b) was presented as sound. Although this feature can
not be indicated in quantitative manner, the authors consider
that the distributed sound source location has the potential to
satisfy both the accurate reproduction of speech signal at the
desired spot and the secrecy of information in speech at any
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Figure 7: Acquired waveforms at various positions (sound
source location: circular shape)
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tributed)
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Figure 9: SDR in the case of distributed sound source positions

point except the spot.

In order to clearly confirm the effectiveness of the distributed
sound source location, the relation between the distortion of
speech and the ability of information perception in speech is
one of the subjects of the future works. Moreover, the macro-
scopic structure (envelope) of the original speech is still re-
mained even in the synthesized signal with the distributed sound
source location. The introduced method is based on repeating
the processing within a frame, and that spanning the multiple
frames is not taken into account. Applying such a processing
leads to the generation of the distortion in the synthesized sig-
nal at the point except the local spot. Investigation on this is
also considered to be the future works.

CONCLUDING REMARKS

In this paper, an alternative approach was introduced for the
reproduction of signal at a certain local spot based on the sig-
nal decomposition of signal into random vectors. The decom-
position method was originally proposed by Togura et al.[6],
and applied to sound reproduction by Negi et al.[7]. However,
some problems arises when the reproduction of speech signal
was intended by using this approach. One of them was that the
information in speech can be heard at the point except the de-
sired spot. The simple computer simulation was carried out in
order to investigate the effect of sound source location. The re-
sults showed that the original signal was precisely synthesized
at the spot, and the acquired signal was distorted as long as the
value of SDR is concerned. However, the macroscopic wave-
form was still remained in the acquired signal at the point ex-
cept the spot. For solving this difficulty, the distributed sound
source location may contribute to some extent.
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