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Abstract

In this work, linear stability analysis of combustion systems is compared to experimental in-
vestigations. To predict the flame-acoustic interaction a network model in its most simple form,
solely based on experimental data, is set up in state-space notation. It is assessed if the model
is capable to accurately predict the transition from stable to unstable conditions. The transition
is achieved by actively tuning the downstream reflection coefficient of the combustor. Further-
more, it is examined if the calculated growth rates match those of the experiments in the linear
regime. Excellent agreement between computations from the model and experiments are found
with respect to the transition and the frequency of the least stable mode.

1. INTRODUCTION

One of the main issues in gas turbine development is the stability of the combustion process.
By the implementation of lean premixed combustion, stringent emissions restrictions could be
followed but the combustion process was adversely affected as it became more susceptible
to thermoacoustic instabilities. These instabilities arise from the interaction of unsteady heat
release and the acoustic field in the engine. If the two mechanisms constructively interfere,
high amplitude pressure pulsations occur, which have a detrimental effect on the combustion
process [1].

If adequate models for the combustion chamber acoustics and the dynamic flame response
are available, the linear stability of a thermoacoustic system can be assessed. A lot of work has
been done on modeling the flame-acoustic interaction leading to thermoacoustic instabilities.
Lieuwen & Yang [1, 2] and Nicoud et al. [3] recently gave a comprehensive overview of these
research activities. However, the predictive capabilities of such stability analyses with respect
to real system behavior are generally not clear. This is due to the fact that often only single
operating conditions were considered or the models were not verified with experimental data.
In this sense, little effort has been made on investigating, if predicted critical parameter values,

mailto:mirko.bothien@tu-berlin.de


ICSV14 • 9–12 July 2007 • Cairns • Australia

for which the combustion system switches from stablity to instability, agree with experimental
observations. Matveev & Culick [4] studied this transition by varying the heat input to a Rijke
tube and compared it to the predictions of their model. Kopitz et al. [5] were able to predict
stable and unstable operating points, which they observed in experimental investigations.

In this work, this lack of a comprehensive experimental validation is addressed by con-
tinuously varying the downstream reflection coefficient of the combustion chamber. This is
accomplished by using an active control scheme, introduced by Bothien et al. [6], which per-
mits the generation of acoustic boundary conditions ranging from fully reflecting to anechoic.
In addition to that, an extension of the common procedure, where the stability of an operating
point is classified solely based on the presence of high amplitude pressure pulsations and their
frequency is given. Generally, the predicted growth rates are only compared to measurements
with respect to their sign, which obviously lacks a quantitative component. In contrast to that,
in this work, validation of linear stability analysis is conducted by comparing calculated and
experimentally determined linear growth rates of unstable modes.

2. EXPERIMENTAL SETUP
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Figure 1. Schematic setup of the atmospheric combustion test
rig.

Experiments were conducted in an
atmospheric combustor test rig. A
schematic overview is shown in
Fig. 1. The combustor is oper-
ated in lean-premixed mode with a
swirl-stabilized burner. An electri-
cal preheater can be used to provide
higher air inlet temperatures. Sev-
eral water-cooled microphones up-
and downstream of the flame allow
for full identification of the plane
wave pressure field by means of the
multi microphone method [7]. The OH-chemiluminescence in the flame is monitored with a
photomultiplier equipped with an optical bandpass filter that is connected to the combustion
chamber via a fiber optic cable. Woofers mounted at both ends of the rig provide for acous-
tic excitation. All components downstream of the burner have water-cooled walls. The speaker
casings are additionally purged with air to prevent hot gases from entering. A more detailed
description of the test rig can be found in [8].

The reference plane drawn in Fig. 1 marks the axial location that is taken as reference for
the reflection coefficients. Note here, that this plane is located upstream of the speaker casings.
Therefore, the influence of the casings is included in all downstream reflection coefficients
shown.

3. ACTIVE CONTROL OF BOUNDARY CONDITIONS

To assess, whether a model is capable to predict the point, at which the combustion system
switches from stable to unstable, an appropriate system parameter has to be continuously var-
ied, causing a transition from stability to instability. This could, e.g., either be the burner inlet
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velocity [9], the equivalence ratio [10], the power [4], the preheat temperature, or the boundary
condition. In this work, the downstream reflection coefficient is subject to active change.
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Figure 2. Control scheme for tuning the down-
stream reflection coefficient.

Bothien et al. [6] developed an active control
scheme, which is able to mimic almost arbitrary
outlet impedances. Using this method, the bound-
ary conditions of an acoustic system can be con-
tinuously modified ranging from anechoic to fully
reflecting. This method was applied in the present
study to generate different degrees of reflectivity
at the combustor outlet. In this way, a controlled
transition from stable to unstable conditions was
achieved. The control scheme is shown in Fig. 2. Pressure signals of microphones (labeled 1©-

3© in Fig. 1) were fed to a control algorithm. The acoustic field (defined by the microphone
signals) was decomposed online into its up- and downstream propagating waves g and f , the
latter being processed by a suitable control law. A detailed investigation of the decomposition
of the acoustic field in time domain is given by Moeck et al. [11].

Based on the reflection coefficient Rol of the uncontrolled system, the one to be adjusted
Rcl, and the loudspeaker transfer function G, a control law K(iω) was extracted as a function
of frequency. To apply it in the control scheme, a model accurately capturing its response was
necessary. This model was obtained using frequency domain system identification algorithms.

The controller’s output signal drove an acoustic actuator (downstream mounted speakers
in Fig. 1), which changed the downstream reflection coefficient to the desired value. In essence,
the upstream propagating g-wave (see Fig. 2) is generated by a superposition of the reflected
incident f -wave and the wave generated by the actuator.

4. MODELING APPROACH
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Figure 3. Magnitude and phase of the up-
stream reflection coefficient Rus comprising
the flame response (measured: black solid,
identified model: red dashed).

If entropy waves are neglected and only frequen-
cies below the cut-on frequency for the first non-
planar mode are considered, the acoustic state at
one location in a ducted geometry is completely
defined by two variables. These variables can ei-
ther be the acoustic pressure p′ and velocity u′

or the Riemann invariants f and g representing
down- and upstream traveling waves, respectively.
The primitive acoustic variables are related to the
Riemann invariants by p′ = f + g and u′ = f − g,
where the acoustic pressure is scaled with the char-
acteristic impedance of the medium.

The acoustic field in the combustion system
was described by the most basic form of a net-
work model. This approach was chosen to mini-
mize modeling uncertainties. The total system was
divided into two subsystems, whose thermoacous-
tic responses were determined experimentally. Through this, the combustor model actually was
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defined by an up- and downstream reflection coefficient. These reflection coefficients were de-
termined at the position of microphone 1© in Fig. 1. Consequently, the upstream reflection coef-
ficient, denoted Rus, comprised the flame response. Measured data for Rus are shown in Fig. 3
(solid black). The influence of the flame as an acoustically active element is visible causing a
magnitude larger than unity at certain frequencies. Rus was measured under stable conditions
adjusted by actively reducing the downstream reflectivity (see Sec. 3). Thus, the system was
stabilized without changing the flame response, which is crucial as it governs the instability of
the system. The downstream reflection coefficient Rds was measured without control.

Determining both reflection coefficients for each operating point experimentally, admits
to generate a highly accurate model. Note that the experimental description of a subsystem,
however, is not possible in many technical applications. If network elements are determined an-
alytically (e.g., the flame transfer function) or by means of FEM analysis for complex geome-
tries, uncertainties are introduced. Thus, the predictive capabilities of the model are decreased.

Frequency domain system identification tools ([12]) were used to generate state-space
representations of the measured reflection coefficients. For the downstream part this state-space
model reads

ẋ = Ax + Bf

g = Cx + Df,
(1)

where A, B, and C are time-invariant N × N , N × 1 and 1 × N matrices, respectively and D

is a scalar. x is the N -dimensional state vector. Here, the upstream traveling g-wave is obtained
from the downstream propagating f -wave. The state-space equations for the upstream end have
an analogous form. The identified model is shown in Fig. 3 (red dashed) and shows excellent
agreement with the measured Rus. Linking together the subsystems’ state-space representations
results in one single state-space model for the complete system, which is described by ẋ =

Aconx, where Acon is the system dynamics matrix. Neither in- nor outputs are present (Fig. 4).
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Figure 4. Connection of the two re-
flection coefficients by means of the
Riemann invariants.

If thermoacoustic stability has to be assessed, mod-
eling systems in state-space has the advantage that for the
resulting network system only a matrix eigenvalue problem
has to be solved. To assess stability, the temporal evolution
of free oscillations has to be considered, which is governed
by the dynamics matrix Acon. Similar to the roots of the tran-
scendental dispersion relation in the frequency domain ap-
proach, the eigenvalues of the Acon matrix, s (say), govern
the stability of the system. <(s) > 0 indicates an unstable
mode with frequency |=(s)|/2π. This procedure was proposed by Schuermans et al. [13]. De-
tailed information on setting up low-order network models can be found in [1, 13, 14].

5. RESULTS AND DISCUSSION

5.1. Prediction of Stability Border

Using the active control scheme introduced in Sec. 3, the downstream reflection coefficient was
continuously reduced in the controlled frequency band ranging from approx. 75 Hz to 95 Hz.
This is the frequency interval, in which the combustion system gets unstable at an equivalence
ratio of φ = 0.7 and a thermal power of 120 kW. The controller transfer function K(iω) was
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adjusted to generate an anechoic downstream end, i.e., Rcl = 0. The downstream reflection
coefficient Rds, however, has to be changed continuously from the uncontrolled case towards
Rcl = 0 to find the stability border. Therefore, an additional gain Kgain is introduced into the
control circuit ranging from 0 to 1 (see Fig. 2), where 0 means that no signal is given to the
actuator, i.e., Rds = Rol (no control), and 1 results in Rds = 0. Continuously changing this gain
results in a continuous change of Rds.

40 60 80 100 120 140 160 180 200
0

0.2

0.4

0.6

0.8

1

1.2

f  in Hz

|R
ds

|

Figure 5. Magnitude of downstream reflection co-
efficient Rds for different control gains. Black ���:
Kgain = 0 (w/o control), red �: Kgain = 0.15,
blue ◦: Kgain = 0.325.
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Figure 6. Spectra of the acoustic pressure p′ for
different control gains. Black ���: Kgain = 0 (w/o
control), red �: Kgain = 0.15, blue ◦: Kgain =
0.325.

Figure 5 shows the magnitude of Rds for three different control gains. The uncontrolled
case is represented by the black (���) curve, showing that the downstream boundary exhibits
strong reflection. The red (�) and the blue (◦) curve show results for a control gain Kgain of 0.15
and 0.325. Within the controlled frequency band, Rds was decreased to 0.75 and 0.6, respec-
tively. Above 120 Hz Rds was increased to values larger than unity. This was due to the fact
that the controller transfer function was only identified to satisfy the control objective between
75 Hz to 95 Hz. For frequencies outside this interval, the identification algorithm set K(iω) to
values, which caused an increase of Rds (see [6]). In Fig. 6, the spectra for these three cases
are depicted. Without control (black ���) a distinct peak at 88 Hz and its multiples can be seen
representing the λ/4-mode of the test rig. This indicates a strong thermoacoustic instability
with a peak amplitude of approximately 156 dB (≈ 1.7 kPa) . Decreasing |Rds| to 0.75 resulted
in an attenuation of the peak amplitude of 16 dB. For a downstream reflection coefficient of
|Rds| = 0.6 the instability was completely suppressed. In this case, the peak amplitude was
decreased by 32 dB. According to the results shown, the combustion system switches from
unstable to stable somewhere between Rds = 0.75 and Rds = 0.6.

A phenomenon possibly occurring when changing the operating conditions from unstable
to stable is the hysteresis of this transition. In this case, the dynamics of the system depend
on the fact, whether the system parameter, which governs stability, is increased or decreased.
Hysteretic behavior was, for example, observed when changing the burner exit velocity [9],
the equivalence ratio [10], or the power [4]. As the stability analysis is merely valid in the
linear regime, it is obvious that if hysteresis occurs, the model can only capture the transition
from stable to unstable conditions. Figure 7 proves that hysteresis can be ruled out for the
variation of the downstream reflection coefficient. It shows the spectral peak amplitudes of the
acoustic pressure and the fluctuation of the OH radical for increasing (black × and blue +)
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Figure 7. Spectral peak amplitude of acoustic pres-
sure p′ and OH fluctuation q′ for increasing (black
× and blue +) and decreasing (red ◦ and yellow
���) the control gain Kgain.
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Figure 8. Spectral peak amplitude of acoustic pres-
sure p′ as a function of the downstream reflection
coefficient |Rds| at the frequency of maximal pres-
sure.

and decreasing (red ◦ and yellow ���) control gain Kgain. Only slight deviations were observed.
Each control gain Kgain corresponds to a certain controlled downstream reflection. The relation
between the downstream reflection coefficient |Rds| and the spectral peak amplitude p′max is
shown in Fig. 8. For |Rds| > 0.8, p′max rapidly increases, whereas it remains almost constant for
|Rds| < 0.75. This indicates a transition from stable to unstable behavior.

In the upper frame of Fig. 9, the calculated growth rates <(s) for the least stable mode
are plotted versus the magnitude of the downstream reflection coefficient |Rds|. The red line
represents the stability border with a growth rate of 0. As can be seen, the model predicts a
transition from stable to unstable at |Rds| = 0.782 corresponding to a control gain of 0.1.
Decreasing Kgain, i.e., increasing |Rds|, was computed to have a clearly destabilizing effect
as the growth rate increased. For |Rds| < 0.78 a negative growth rate was calculated, thus,
predicting all modes to be damped.
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Figure 9. Growth rate <(s) (top) and frequency
(bottom) of the least stable mode as a function of
|Rds|.
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Figure 10. Probability density functions of the
acoustic pressure for different |Rds| specified in
Fig. 9.

The model results agree with the observations, made in the previous paragraph. However,
these observations were purely visual and obviously do not allow to unambiguously decide at
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which point the combustion system switches from unstable to stable. To assess how accurate
the model determines the stability border, the probabilty density functions (PDF) of the pres-
sure fluctuations were calculated. The PDF of a harmonic signal (limit cycle at the instability
frequency) superposed by noise, typically shows a clearly bimodal structure. This is due to the
reason that the system spends more time near the extremal values of the limit cycle ([9, 15]).
Figure 10 shows the PDFs of the points denoted a-d in Fig. 9. Starting from the upper left frame
(a), |Rds| is continuously decreased in clockwise direction. Both upper frames (a, b) show cases
for a positive growth rate. Peaks at approximately 1.5 kPa and 1.2 kPa indicate strong limit cy-
cle pressure oscillations. At the predicted stability border (c) only small humps at 0.5 kPa were
observed, which vanish when |Rds| is further decreased (d). Particularly at the stability border,
the combustion process can easily be influenced by little disturbances, which cause the sys-
tem to switch between stablility and instablility. Hence, this is the reason for the two indistinct
extrema in Fig. 10 c. The unsteady pressure distribution in Fig. 10 d typically occurs during
stable operation [9]. As stated by Rowley et al. [15], a system is in a limit cycling state, if two
distinct peaks are present in the PDF. However, if only a single peak (Fig. 10 d) is observed, it
cannot be concluded for sure that the system is not in a limit cycle, as it may be hidden in the
noise. Nonetheless, it can be stated that noise is the dominant mechanism and that the model is
clearly mature in predicting the operating conditions, which are governed by the limit cycle. To
gain further insight, the growth rates were experimentally determined and compared to those
obtained from the model. Results are shown in the next section.

Concerning the frequency of the least stable mode, results from the model almost exactly
match the experimental observations. This fact is shown in Fig. 9 (bottom), where the measured
frequencies (◦) and the computed ones (×) are plotted versus |Rds|. The deviation is smaller
than 0.3 Hz. It should be mentioned here that the determination of the stability border is sensitive
to the accuracy of the system identification. Slight inaccuracies in the model can cause large
variations in the computed growth rates. This is in contrast to the determination of the least
stable mode’s frequency, which is found to be less sensitive to inaccuracies.

5.2. Determination of Growth Rates

For the determination of the linear growth rate <(s) the procedure proposed by Moeck et al. [8]
was applied. The linear growth rate of the unstable λ/4-mode was determined from ensemble
averaging the transition process from stable to unstable. Unsteady pressure data of a large num-
ber of these transition processes could be captured by automatically switching the controller
between two different control gains Kgain at a frequency of 2 Hz. As there is a range of |Rds|,
for which the combustion system is unstable (see Sec. 5.1), <(s) was determined always start-
ing from the same stabilized state, which was than switched to different |Rds|. It was made sure
that both, stabilization and growth to limit cycle amplitude, were fully captured.

To obtain the linear growth rate of the unstable mode, an exponentially growing harmonic
wave given by

x(t) = a0eαt cos(ωt + φ) (2)

was identified to each realization of the linear stage of the transition process. Here, a0, ω, φ and
α denote initial amplitude, frequency, phase and linear growth rate of the wave and were all
subject to the identification process. As the model is only valid in the linear regime, it has to be
ensured that only the linear part of the growth rate is determined from the experimental data,
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i.e., before the process starts to be saturated. The four parameters describing the exponentially
growing harmonic wave were found by using a non-linear optimization routine to minimize
the error between the analytic expression Eq. (2) and the measured sensor signal in a least
squares sense. The parameters governing the growing wave were determined individually for
each sensor. In the linear stage of the transition process, all sensor signals grow at the same
rate [8]. One realization of the transition process capturing the linear growth of the combustor
pressure is shown in Fig. 11.

However, due to a high noise level and slight variations in the mean operating conditions,
the measured growth rate deviates from the statistical mean. For this reason, ensemble averages
based on a large number of realizations were determined. A histogram of the growth rates of
these realizations, comprising the three microphones and the photomultiplier signals, is shown
in Fig. 12. The high variance in the distribution of the experimentally determined growth rates
underlines the importance of taking ensemble averages of a large number of realizations.
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Figure 11. Time traces of acoustic pressure (black
dotted) during transition from controlled to uncon-
trolled state and identified exponential wave (red).
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with Eq. (2).
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Figure 13. Growth rates <(s) in s−1 deter-
mined from experiments (red ◦) and predicted
by the model (black ×) as a function of the
downstream reflection coefficient Rds.

Figure 13 depicts the averaged growth rates
<(s) obtained from the four sensors (red ◦) and
the predictions from the model (black ×). The
operating conditions were changed to φ = 0.75

at 130 kW. In both cases, the growth rates show
the same ascending trend. However, the computed
growth rates differ by a constant offset from the
experimentally determined ones. It is assumed that
this offset is due to the non-linearity of the down-
stream reflection coefficient at high pressure am-
plitudes. This fact was also observed by Heckl
[16], who showed that the reflection is reduced
by approx. 1% at a sound pressure level (SPL) of
145 dB. As shown in Fig. 6, the SPL is more than
10 dB higher in this investigation, which, there-
fore, causes a further reduction of Rds. Since the model was based on the downstream reflection
coefficient, which was measured at high amplitudes, a lower reflectivity as in the linear case is
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considered in the model. The non-linear effects of Rds are subject to further research.

6. SUMMARY

An experimentally determined model was used to capture the flame-acoustic interaction in a
premixed combustor. It was shown that this model was able to accurately reproduce the tran-
sition from stability and instability as well as the frequency of the least stable mode. In the
experiments, this transition was achieved by actively changing the downstream reflection coef-
ficient. Furthermore, it was investigated, whether the calculated linear growth rates match those
of the experiments. Regarding the change of growth rates with changing downstream reflection,
the model computed the correct trends. However, a constant offset was observed, presumably
caused by non-linear effects of the boundary condition due to high pressure pulsations. Note
that if models are used consisting of elements, whose transfer functions are not only determined
experimentally, the uncertainties of the predictions will be increased.
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