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Abstract

This paper is concerned with the problem of detecting movtémgets using active sonar. We
study a promising class of waveform, the Rational Orthot@favelets (ROWSs), designed to be
tolerant of multipath Doppler spreading. Recent work in ommication has shown that ROWs
are effective even on severely spread channels. We apply RfoWhe first time to target
detection. ROW pulses are compared to conventional CW arM p&lses via simulations
involving a high—speed target in shallow water. The targ@iint—like, and ray tracing is used
to synthesize Doppler—shifted multipath arrivals in a exigdependent environment. The key
feature of ROWSs that we exploit is the orthogonality they mtain over a wide range of delays
and Doppler scales. Thus the maximum-likelihood detect@ simple average of matched
filters, and the statistics of the detector under the nulbllygsis are known, permitting CFAR
operation. In addition, a fast algorithm resulting in ratibscaled filter banks is available.

1. INTRODUCTION

The fourth—generation (4G) cellular communication systerthe next major mobile phone
standard ]]. 4G is predicted to deliver rich multimedia content at a muhrate of 100 Mbps

in outdoor environments, providing users with featuresisagcmobile TV B]. Multipath inter-
ference and Doppler spreading are significant problems&oldeessed by 4G system designers,
as users receive broadband content at highway speeds arithimareas. In recent work a new
class of signalling waveform, the Rational Orthogonal WetgROW), showed promise in mit-
igating severe multipath Doppler spreading by adding araaltmension of diversity, this being
the set of dominant eigenrays in the multipath chanBjellhis paper explores the use of ROWs
in the detection of targets in shallow water, a problem thad auffers from multipath Doppler.
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The remainder of this paper is organised as follows. In ge@iwe introduce the ROWs
and give some of their properties. Secti®nlescribes the time series simulations. Sectlon
describes the results, giving Receiver Operating Chaiiatitg ROC) data to compare the ROW
pulses against conventional CW and LFM pulses.

2. RATIONAL ORTHOGONAL WAVELETS

A Complex Rational Orthogonal Wavelet (CROW) is a complexctiony,, () = ¢ (t) + ib(t),
where)(t) is a Real Rational Orthogonal Wavelet (RROW) afv(d) is the Hilbert transform
of () [3, 4]. ¥ (t) and(t) are real functions of time, and, (¢) is thus an analytic signal,
with frequency spectrum

2V (w), w>0
U, (w)=14 ¥(0), w=0 (1)
0, w < 0,

whereV (w) is the frequency spectrum gf(t), given by
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The definition R) provides a family of RROWSs{, ()} say, indexed by € {1,2,...}. Func-

tion 3(x) = 2* (35 — 84x + 702% — 2023) is used to ensure(t) decays smoothly and rapidly
away fromt = 0 [3]. The angular frequency markers, w, andws in (2) are given by

wy = 2¢*(2q + 1)_1 T, 3)
wy = aw; =2q(q+1)(2¢+ 1) =, and 4)
wy = awy =2 (¢ +1)*(2¢ +1) 7", (5)

wherea = 1+ (1/q) is a rational dilation factor. Sinces — w; = 27, ¥(w) has support on
{w:—ws <w < —w} U{w:w <w < ws}, andy(t) therefore has support over alE R. In
practice, however, the construction functiéfx) ensures thap(t) decays rapidly for largé|,
andy(t) is effectively limited tot € [—-8, 8.

Figurel displays the first four RROWSs and their frequency spectraereleach wavelet
is normalized to have maximum amplitude unity. Note thdt) has Hermitian symmetry
(¥(—w) = ¥*(w)) so that we need only display and work with the positive porof the spec-
tral support{w : w; < w < ws}.

Consider the collection of complex functions

ok /2

Vealt) = v (@ =la),  kIEZ (6)

These functions are scaled and delayed replicas of the CROW, and{, ;(¢)} forms an
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Figure 1. Time series and frequency spectra of the first fdROWR/s. The upper figures show the time

series, normalized to unit amplitude and over [—8, 8|; the lower figures give the matching spectra,

over just the positive—frequency portions of the spectuglpsrt. The dashed (blue) curves are the real
parts® (V,(f)); the dash—dotted (green) curves are the imaginary gafis,(f)); and the solid (red)

curves are the magnitudgs, ()] = /(R (,(£)))° + (3 (¥,(£)))* for g € {1,2,3,4}.

orthonormal basis of the complex—valued Hilbert spat€&R), with orthonormality defined by

/ Gy st (O ()t = G, KL, € . @

It is this orthogonality property that is explored in the reunt work on the detection of fast—
moving targets in shallow water, where we investigate wérethultipath returns can be sepa-
rated in delay—scale space and combined to obtain a pragegsin over conventional CW and
LFM pulses. We will use CROWSs as signals, and compare thégctien performance against
CW and LFM pulses.

3. SIMULATION MODEL

The ocean—acoustic environment used in our simulation§lisda-over—solid extension of the
Pekeris modelq]. A uniform water layer of thickness = 100 m, densityp; = 1000 kgm—3

and speed of sound = 1500 ms~! is bounded above by a pressure-release surface and be-
low by a uniform solid half-space. Frequency—dependentdga@isorptiony, (f) dB-A;* in



seawater is modelled with the Francois—Garrison equatibiere \; = < is the wavelength
of sound in water at source frequeng¢yHz [6]. The bottom halfspace has uniform density
p2 = 2000kgm~3, compressional (P-wave) speegh = 1800 ms~1, shear (S—wave) speed
c2s = 600ms™1, and attenuation coefficientsp = 0.7 dB-\,p and ays = 1.5dB \,g, where
Aop = %’ and \,s = %S are the wavelengths of P— and S—waves, respectively, atesdra-
quencyf Hz. These parameters were chosen to approximate a “coarselsasehent(].

A transceiver and target, both point—like, moved within teder, each at a fixed speed,
heading and depth. The transceiver moved at depth 25 m below the ocean surface, and at
constant speed, = 30 ms~!along the liner = v,t,y = 0, z = z, (due East). The target moved
at depthz, = 5m and at constant speed= 30 ms~! along the linexr = 6000 — vt, y = 0,

z = z (due West). The closest point of approach of target and ¢eavesr was at simulation
timet = 100 s, with the target directly above the transceiver.

Geometrical acoustics (classical ray tracing) was usegrthssize the echo time series
produced when the target was ensonified with a given p@seNote that the material ab-
sorption coefficientsy (f), azp anda,s were treated in the formula for the planewave bottom
reflection coefficient by allowing the speeds c,p andc,s to be complex:

. —1\—1
clL (1 + i (f)n 1) , (8)
cop — cop (1 4 iazpn ") ! , and 9)
. —_1\—1
Cos— cos (L+daasn™") (10)
wherei? = —1 andn = 407 log,, e is a conversion factor required when attenuation coeffisien

are specified in decibels per wavelength.

Data for three different pulses was generated from sepanat@ation runs. Each pulse
had a time duration df' = 1/2 s and was transmitted over the absolute time intérvalt < 7.
Approximately 102 s of coherent time series data was synthesized at thegigasat output
rate [, = 131072 Hz, over sample numbérs {1007865, ..., 1142162}, where samplé was
synthesized at absolute time= k7 for k € {1, 2, ...}, with Ty = 1/ F; being the time between
samples. This data begins at the earliest tikfig at or after the first arrival of the echo at the
transceiver, and ends after a drop in dynamic range in treavext time series of about 30 dB.

The three transmit waveforms used in this study were a Cootis Wave (CW) pulse,
of frequency 25kHz; a Linear Frequency Modulation, UpswigdfMU) pulse, of centre fre-
quency 25kHz and bandwidth 1 kHz; and a CROW pulse, with vedvetexq = 1562. The
CROW was defined in sectidhas having a temporal support of 16 s. In the simulations, each
pulse was transmitted over the interval< ¢t < 1/2, so the CROW pulse was compressed
in time by a factor of32. Hence the transmitted CROW pulse had positive—frequepegtsal
support over th82 Hz—wide band2 f; < f < 323 where32f; = 32¢%/(2¢ + 1) ~ 24984 Hz
and32f; = 32(¢+ 1)%/(2¢ + 1) ~ 25016 Hz. Figure2 shows the time—frequency support of
the transmitted CROW pulse. Note the good localisation th bime and frequency.

4. DETECTION PERFORMANCE

Using the simulation model discussed above, noise—free $ienies datdy, (k) }, {y2(k)} and
{ys(k)} were generated for the three separate pulses, iher€l 007865, ..., 1142162}. Series
{v1(k)}, {y2(k)} and{ys(k)} are the echo time series of the CROW, CW and LFMU pulses,
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Figure 2. Spectrogram of transmitted CROW pulse, on a ltgaic scale.

respectively. The transmitted pulses were sampled at the sate/; = 131 072 Hz and stored
in the corresponding time seriés; (1)}, {z2(1)} and{xz3(l)}, respectively, over absolute times
t = IT; wherel € {1,...,L} for L = TF, = 65536. Each of the six time seriefr;(l)},
{z2()}, {z3(D)}, {va (k) }, {y2(k)} and{ys(k)} was processed with the discrete Hilbert trans-
form to form a discrete analytic signd][ Subsequently, each series was forced to have a mean
of zero by calculation and removal of the sample mean. Bintde zero mean echo time se-
ries data{y; (k)}, {y=2(k)} and{ys(k)} were normalized to a variance (mean power) of unity.
Circular white Gaussian noise was added to each normalized &me series at Signal-to—
Noise Ratios (SNRs) of-34, —36, —38, —40 and—42 dB, where the SNR was given simply
by SNR= —10log,, (26%), with ¢* being the variance of each of the independent real and
imaginary components of the complex Gaussian noise.

For each realisatiofin;(k)} of additive noise at a given SNR, fgre {1, 2, 3}, noisy sig-
nalsy;(k) + n;(k) were formed and processed with a detection algorithm. TheaGWM_FMU
signals were analyzed with a narrowband cross ambiguictiat, with detection statistic

A; = max ij(l)wj(r + D)e 2= e (1,2, 3, (11)

w (k) = n; (k) noise only (12)
i(k) =
y;j(k) +n;(k) signal plus noise.
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Figure 3. Empirical ROC curves for the ROW pulse.

Indexesr ands in (11) refer to a delay of = r7, seconds and a Doppler shift of= sF,/L
Hertz.

The detector for the CROW signals uses a filter bank of scateeets),, (1) = ¢ (a™t),
wherea = 1+ (1/q) is the rational scaling factor and € Z. Whereas the narrowband detector
uses a discrete grid over delay and Doppler co—ordinatdeXed by integers ands, respec-
tively), the (wideband) CROW detector uses a discrete grat delay andscale co—ordinates,
where the index of the scale co-ordinaterisEssentially, for a givem, that is, for a given fil-
ter functiony,,(¢) in the bank of scaled filtergy,,,(t)}, a correlation is formed of the received
‘signal’ w;(t) with a delayed versiom,,(t — 7) of the filter,,(¢). The output statistic is the
maximum magnitude of this correlation over all discreteagielnd scale co—ordinates.

Figures3, 4 and5 are plots of the empirical Receiver Operating Characier{fOC)
curves for the three pulses studied in this paper. Each R@&«@ auderived from several hundred
independent realisations of the circular Gaussian nomegss at each of the SNR values shown.
For each realisation, the output of a detector was produmeithé two cases of noise only and
signal plus noise. This produced empirical estimates opthbability density functions (PDFs)
of the detector, from which we estimated the probabilitifalse alarm ;) and detectionk).

The superiority of the wavelet pulse is apparent. For a goitibaof false alarm of10~2
and at an SNR 038 dB, for example, the wavelet pulse (fig@)éas a probability of detection
of about0.4, compared to the valug1 for the CW pulse (figurd), a four—fold improvement.
Given the tactical requirement to detect targets as earfyoasible, this performance gain is
significant. At the low SNR values used in this study, the LFdlse was a poor detector.
Most of the curves for the LFMU pulse are close to the straigletfrom (P, ;) co-ordinates
(10°,10°) to (1072, 1072), this line being the theoretical noise—only limit.
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Figure 4. Empirical ROC curves for the CW pulse.

We can explain the performance benefit of the wavelet pul#bseference to the theory
discussed in sectioR There, we mentioned the fact that the set of scaled and elegpies
{1 u(t)}, k, 1 € Z, of the basic CROW) (t) forms an orthonormal basis of the complex—
valued Hilbert spacd.? (R). What this means in practice is that we can represent any re-
ceived (complex—valued) time serig§) as a series over the set of basis functiéns ;;(¢)},

y(t) = > p cu¥+mi(t), say, wherg{cy, } is a set of wavelet coefficients to be determined. De-
termining the wavelet coefficients is analogous to the piooe of performing Fourier analysis
with the Discrete Fourier Transform (DFT), where we find tbefticients in an expansion of
y(t) in terms of sine and cosine functions, these being anottieoormal basis of.” (R). The
wavelet filter bank is an analogue of the DFT. By working witle dimensions of delay and
scale, instead of the dimensions of phase and frequencyedfahrier domain, wavelets are
better matched to the delay and scale pulse distortiongegun shallow water.

5. CONCLUSIONS

The Rational Orthogonal Wavelet was recently demonstratethow promise in a communi-
cations setting3]. We have conducted preliminary investigations that iatkdhe applicability

of ROW pulses to the detection of fast—-moving targets in ttesgnce of multipath Doppler
spread, a deleterious phenomenon that is the bane of nasadtmms in shallow water. In the
present work we have demonstrated the superior detectiborpence at low SNR of wavelet
pulses, when compared against more traditional CW and LHEpuIn future work, we aim to
explore the potential of ROW pulses in the detection corfiather, looking to more rigorous
simulations and at—sea trials. The ability to exploit thiza@dimension of diversity afforded by
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Figure 5. Empirical ROC curves for the LFMU pulse.

the set of dominant eigenpaths augurs well for the furthetiegetion of the wavelet pulse in
shallow water detection.
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