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ABSTRACT 
The main purpose of this study is to model and identify the mechanical systems from their output signals of 
vibrations. The time-frequency analysis method based on infinite impulse response (IIR) digital filter tech-
nology is applied to identify nonlinear vibrations. In our previous research, the advantage of the time-fre- 
quency analysis procedure over FFT analysis was shown. Here, as a typical weakly nonlinear system, we 
discuss the time-frequency analysis of the Duffing equation. The time-frequency analysis results and the 
appropriate analytical solution are compared at steady state. Then, the numerical solutions of the Duffing 
equation for transient and non-stationary states, including passage through resonance phenomena, are ex-
amined with the use of the time-frequency analysis. Furthermore, the basic concept for an application to 
nonlinear system identification by the time-frequency analysis is discussed. 
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1. INTRODUCTION 
Vibrations of any mechanical systems are unavoidable whenever they are running. The more the 

systems are reduced in size and weight, the larger the effect of nonlinear vibration and the greater the 
occurrence of nonlinear resonances becomes. These nonlinear vibrations are mainly caused by geo-
metrical and material nonlinearities (1). Nonlinearities may cause the occurrence of unexpected vi-
brations. In general, vibrations shorten the life of equipment, degrade quality, cause serious acci-
dents, inflict damage, and produce other negative outcomes. For these reasons, measurements of 
mechanical vibrations are taken as part of vibration diagnosis systems during machine maintenance 
and daily operations (2). In particular, transient and time-varying non-stationary vibrations as well as 
steady-state vibrations must be considered before the practical design of any mechanical systems and 
in machine diagnostics. 

Fast Fourier Transform (FFT) is a well-known technique for analyzing periodic steady-state or 
quasi-steady vibrations with slowly varying frequencies. In contrast, Short Time Fourier Transform 
(STFT) and Wavelet Transform (WT) are suitable for analyzing transient or non-stationary phe-
nomena. STFT is the most applicable method for studying transient signals. The basic idea of STFT 
begins with FFT and breaks up the signal into small time segments; each time segment is then ana-
lyzed by FFT to ascertain the component frequencies (3, 4). The totality of such spectra indicates 
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how the spectrum varies over time. WT is a mathematical technique for the analysis of signals whose 
frequency varies over time (5). WT is well suited for analyzing signal traits such as overall trend, 
breakdown points, and discontinuities. 

Several properties of transient and non-stationary mechanical vibrations have been studied, such 
as the passage of rotor vibrations through resonance (6), impact and collision phenomena (7), and 
corrugation between a brake pad and disc (8). Impact phenomena have also been studied by consid-
ering the energy transfer among structure membranes using statistical energy analysis (9, 10).  

In contrast, we have proposed an analytical method based on infinite impulse response (IIR) dig-
ital filter technology (11) to analyze the transient and non-stationary vibrations as well as steady- 
state vibrations. The method is called “time-frequency analysis”. In a previous study (12), we intro-
duced the time frequency analysis procedure and the algorithm that implements it. The results of our 
analysis for steady-state vibration were verified as equivalent to those from FFT analyses. Transient 
and non-stationary vibrations could also be analyzed with comparable ease using this method. The 
use of inverse analysis to construct the vibration model was also discussed from the viewpoint of 
identification (13). Moreover, the time-frequency analysis method has the advantage that the vibra-
tion can be analyzed more easily than with STFT and WT. This is because STFT requires complex 
analysis so that higher skill and understanding is necessary; in WT we must also choose a wavelet 
prototype function, called the mother wavelet. 

As a practical application of time-frequency analysis, we modeled the vibration transmission 
between a violin body and its bridge in order to derive some useful information on the reduction of 
mechanical vibrations in contact conditions (14, 15). 

In this paper, we apply the time-frequency analysis to the identification of nonlinear vibrations. 
Our previous research (12) indicated that the advantage of the time-frequency analysis procedure 
over FFT analysis lies in the capability for transient and non-stationary vibration analyses. We dis-
cuss the time-frequency analysis of the Duffing equation, as a typical weakly nonlinear system (16). 
Thus, comparison between the time-frequency analysis result and the appropriate analytical solution 
is made at steady state. The time-frequency analysis of the Duffing equation for transient and non- 
stationary responses, representing passage through resonance phenomena, is examined. Furthermore, 
the basic concept for an application to nonlinear system identification by the time-frequency analysis 
is discussed. 

2. TIME-FREQUENCY ANALYSIS WITH A DIGITAL FILTER 
Time-frequency analysis with a digital filter and the general ideas associated with it are intro-

duced in this section. 
Figure 1 shows the digital filter system for processing a continuous time signal x(t) into a discrete 

time-frequency analysis result X(nΔT, f). The basic characteristic of the method lies in parallel pro-
cessing by adapting multiple band-pass filters, each of which is based on IIR digital filter technology 
(11). Thus, we regard the band-pass digital filter as a tool for understanding both the time and fre-
quency domains simultaneously. 

In our previous study (12), the time-frequency analysis results were shown to have the same 
qualitative properties as FFT results for steady-state vibrations. The advantage of using the method is 
that not only transient responses, composed of free-damped-oscillation terms and forced-excitation 
terms, but also non-stationary responses, having time-dependent frequencies and amplitudes, can be 
analyzed with ease. In contrast analytical procedures for these responses are difficult, and require 
extensive mathematical study. 

The schematic procedure for the time-frequency analysis is detailed in (12, 13). Here, only an 
outline is given. The fundamental technology applies both analogue and digital filter technologies, 
primarily (i) band-pass filter design, (ii) forward and reverse time-domain digital filter processing, 
and (iii) calculation of the instantaneous envelope of filtered output signals. It is obvious that the 
time-frequency analysis cannot be realized by these components separately. The system is composed 
of multiple narrow-band band-pass filters in order to understand the general properties of the time- 
frequency distribution in which each bandwidth differs slightly from the others. 

As shown in Figure 1, the digital filter system is composed of K narrow-band digital band-pass 
filter processes BPFk ( k = 1, 2, …, K ) with transform functions Hk (z) ( k = 1, 2, …, K ). The trans-
form function Hk (z) of each band-pass filter is given by 
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Hk (z) =
b0 + b1z

−1 + b2z
−2 ++ bMz

−M

 1+ a1z
−1 + a2z

−2 ++ aNz
−N  . (1) 

In Eq. (1), ai i =1,2,,N( )  and bj j =1,2,,M( )  are constants determining the transform function of 
each band-pass filter. A noteworthy characteristic of our digital filter system is that multiple band- 
pass filters, each with slightly different pass-bands, are implemented in order to recognize the time- 
frequency distribution of the output signal. 

First of all, the continuous time function x(t) is converted to a discrete time sequence x(nΔT) ( n = 
1, 2, … ) with sampling period ΔT. The discrete time sequence x(nΔT) is transferred through the IIR 
digital filter. Consequently, the discrete time-frequency analysis result X(nΔT, f), a family of func-
tions of time and frequency, is obtained. As a result, we can obtain the time-frequency analysis dis-
tributions X(t, f) as functions of time and frequency domains.  

 

 
	
 

Figure 1 – Digital filter system for time-frequency analysis 
 

3. TIME-FREQUENCY ANALYSIS FOR NONLINEAR PHENOMENA 
A property of time-frequency analysis is that vibrations can be analyzed using the output signal 

itself (12). Thus, we can understand the behavior of a system without considering whether the system 
is in steady state or not. Below, the primary and secondary resonances of the Duffing equation (16) 
are discussed as representative nonlinear phenomena. 

3.1. Duffing Equation 
The Duffing equation, given by  

u+ω 2u = −2µ̂ u−α̂u3 + κ̂ cosΩt , (2) 
is used to examine the nonlinear effects of any mechanical vibrations. Here, the damping coefficient 
µ̂  is positive and the coefficient of the nonlinear term α̂  can be either a positive or a negative 
constant. For simplicity the system has constant parameters.  

Since the Duffing equation contains a cubic nonlinearity, the system exhibits frequency hysteresis 
behavior, called jump phenomena, and secondary resonances. Most discussion has been focused on 
obtaining steady-state solutions, derived from analytical expressions and numerical calculations. On 
the other hand, both transient and non-stationary vibrations are difficult to analyze systematically. In 
particular, when the frequency of the excitation is time-dependent, the response near the resonance 
conditions experiences passage through resonance. Since analytical expressions for non-stationary 
responses are limited to the case where the excitation frequency is slowly varied, i.e., quasi-steady 
responses, it is difficult to analyze mechanical vibrations at machine startup or shutdown.   

3.2. Primary Resonance of the Duffing Equation 
The primary resonance of the Duffing equation occurs when Ω ≈ω . Here, the output signals 

û t( )  given by Eq. (2) are analyzed with the use of the time-frequency analysis procedure. 
Figure 2 shows the time history of Eq. (2) at Ω = ω, and its time-frequency analysis distribution. 

Here, ω =1 , µ̂ = 0.07 , α̂ = 0.07  and κ̂ = 0.03 . The vibration is increased gradually compared to 
the linear excitation and exhibits some beating behaviors in the process of the transient region. After 
about t ≈ 600  the vibration reaches a steady state. At Ω = ω, the amplitude of the response for the 
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nonlinear case ( α̂ ≠ 0 ) is smaller than that for linear case ( α̂ = 0 ). 
Figure 2 (b) shows the time-frequency analysis distribution U(t, f) of u(t) illustrated by color 

contour mapping, where the horizontal axis is time t and the vertical axis is the nominal pass-band 
center frequency of each band-pass filter BPFk ( k = 1, 2, …, K ). Here, discrete-time signals u(nΔT) 
of the continuous-time signal u(t) are sampled with non-dimensional period ΔT = 0.01. In the fol-
lowing, the time-frequency analysis is performed under the conditions that the number of band-pass 
filters K=2048 and the non-dimensional maximum analysis frequency is equal to 1.  

It can be seen from Figure 2 (b) that in the resonant condition, u(t) is excited only with frequency 
Ω. As mentioned in (12) concerning the linear analyses, the transient phenomena from the start of 
excitation until the steady-state condition can be explained with the use of the time-frequency anal-
ysis. Moreover, the peak amplitude excited with frequency Ω corresponds to the excitation frequency 
found in FFT. 

If the excitation frequency Ω is time-dependent, then the response becomes non-stationary. Gen-
erally, non-stationary vibrations during passage through resonance are observed for time-dependent 
angular speeds. For safety in rotating machines (1), the rotor must pass the resonance point at startup 
and shutdown when the amplitude is small.  

Figures 3 and 4 show the time histories and their time-frequency analysis distributions for non- 
stationary responses. Here, we introduce the effect of varying the rate r of the excitation frequency Ω, 
defined in Eq. (9). Moreover, σ is the detuning parameter defined in Eq. (4). Both parameters are 
discussed in detail in Section 4. 

As shown in Figure 3 (a) for increasing excitation frequency r > 0, the vibration rapidly increases 
when the excitation frequency enters the resonance region. After the peak amplitude is passed at 
t ≈ 21000 , σ ≈ 6.5 , the vibration decays drastically. As shown in Figure 3 (b), we can observe the 
details of the vibration such as the jump phenomena at passage through resonance.  

On the other hand, as shown in Figure 4 (a) for decreasing excitation frequency r < 0, the vibra-
tion gradually increases as time elapses. At t ≈12000 , σ ≈ 3 , the vibration suddenly increases and 
reaches a peak. After this, the amplitude gradually decays even though the excitation frequency Ω is 
approaching the natural frequency ω.  

It is obvious from the time-frequency analysis distributions that the existence of the nonlinearity 
can be easily examined by increasing and decreasing σ throughout the passage through resonance. If 
the vibration is widely excited for increasing σ, then the system has the properties of a hard spring, 
and vice versa. Moreover, if beating phenomena are observed several times, then the rate r of in-
crease or decrease of the frequency of the excitation is relatively fast. Therefore, the peak amplitude 
at resonance is small compared to the quasi-steady response of the system. For a non-stationary re-
sponse, the excitation frequency varies as time elapses, and the free damped vibration is observed 
after frequency ω. If the excitation frequency passes the natural frequency, then the free damped 
vibration excited with frequency ω decays.  

In practical mechanical systems, it is necessary to clarify system properties such as the natural 
frequency, modes, and steady-state response to prevent serious accidents. This leads to the devel-
opment of vibration diagnosis systems, crack detection systems, and on the like (2).   

 
 

 
                 (a) Time history                      (b) Time-frequency analysis distribution U(t, f) 

Figure 2 – Time-frequency analysis of the primary resonance of the Duffing equation 



Inter-noise 2014  Page 5 of 10 

Inter-noise 2014  Page 5 of 10 

 
                   (a) Time history                      (b) Time-frequency analysis distribution U(t, f)  

Figure 3 – Time-frequency analysis for a non-stationary primary resonance, r = 0.1 

    
                   (a) Time history                      (b) Time-frequency analysis distribution U(t, f) 

Figure 4 – Time-frequency analysis for a non-stationary primary resonance, r = −0.1 
 

3.3. Secondary Resonance of the Duffing Equation 
The secondary resonance of the Duffing equation occurs through the effect of the nonlinear term 

α̂u3  when Ω ≈ω / 3 , Ω ≈ 3ω , and so on. In the secondary resonance condition, the steady-state 
response consists not only of the particular solution excited with Ω but also of the solutions excited 
with natural frequency ω equal to 3Ω or Ω/3. 

In the following, the superharmonic resonance of order 3 is discussed as a representative second-
ary resonance (16). The output signals u(t) of the Duffing equation given by Eq. (2) at Ω = ω/3 are 
analyzed using the time-frequency analysis procedure. Figure 5 shows the time history and its time- 
frequency analysis distribution. Here, ω =1 , µ̂ = 0.01 , α̂ = 0.07  and κ̂ = 3 . In the transient region, 
the vibration suddenly increases and exhibits beating behavior. After about t ≈ 400  the vibration 
reaches a steady state. As shown in Figure 5 (b), at steady state, the vibration is excited with not only 
the excitation frequency Ω but also 3Ω corresponding to its natural frequency ω, due to the effect of 
the nonlinear term α̂u3 .  

It is very difficult to extract the existence of the vibration excited with Ω (=ω/3) from the result 
shown in Figure 5 (a). As shown in Figure 5 (b), the excitation frequency from startup to the steady 
state vibration can be easily shown by the use of the time-frequency analysis. On the other hand, if 
α̂ = 0 , then the vibration excited with Ω (=3ω) decays and becomes zero at steady state. 

Figures 6 and 7 show the time histories and their time-frequency analysis distributions for 
non-stationary responses. As shown in Figure 6, for increasing excitation frequency r > 0, the vibra-
tion increases and becomes large when the excitation frequency enters the resonance region. The 
free-vibration term is also excited with 3Ω (=ω) throughout the secondary resonance region due to 
the existence of the nonlinear term. After the peak amplitude is passed at t ≈19000 , σ ≈10 , the 
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vibration decays drastically. 
On the other hand, as shown in Figure 7 (a) for decreasing excitation frequency r < 0, the vibra-

tion gradually increases as time elapses. At t ≈12000 , σ ≈ 5 , the vibration encounters its peak. 
After this, the amplitude gradually decays even though the excitation frequency Ω is approaching the 
secondary resonance region. As shown in Figure 7 (b), the free-vibration term is also excited with 3Ω 
(=ω) throughout the secondary resonance region due to the existence of the nonlinear term. 
 

	
 
                    (a) Time history                     (b) Time-frequency analysis distribution U(t, f) 

Figure 5 – Time-frequency analysis of the secondary resonance of the Duffing equation 
 

	
 
                   (a) Time history                     (b) Time-frequency analysis distribution U(t, f)   

Figure 6 – Time-frequency analysis for a non-stationary secondary resonance, r = 0.1 

	
 

	
 
                   (a) Time history                     (b) Time-frequency analysis distribution U(t, f)   

Figure 7 – Time-frequency analysis for a non-stationary secondary resonance, r = −0.1 
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4. DISCUSSION ON MODELING OF NONLINEAR SYSTEMS 

4.1. Comparison between Time-Frequency Analysis and Approximate Analysis 
Approximate expressions for the Duffing equation with external harmonic excitation are consid-

ered in order to evaluate the time-frequency analysis results. The method of multiple scales, a well- 
known perturbation method in nonlinear analyses (16), is applied to derive an approximate analytical 
solution for a weakly nonlinear system.  

 
(1) Primary Resonance 

We consider the primary resonance of the Duffing equation. Here, we order µ̂ = εµ , α̂ = εα , 
respectively, by introducing a small parameter ε. Moreover, to obtain a uniformly valid approximate 
solution of Eq. (2), we order the excitation κ = εκ̂  so that the damping and the nonlinearity will 
appear in the same order. Thus, we consider the ordered nonlinear system given by 

u+ω 2u = −2εµ u−εαu3 +εκ cosΩt , (3) 
where the external excitation frequency Ω is expressed by introducing the detuning parameter σ as  

Ω =ω +εσ t . (4) 
The procedure to obtain an approximate analytical solution of Eq. (3) is detailed in (16). The first 
order approximate solution is assumed to be  

u t( ) = a t( )cos Ωt −γ( )+O ε( ) , (5) 
where the amplitude a and phase difference γ are determined by the differential equations  

da
dt
= ε −µa+ κ

2ω
sinγ

"

#
$

%

&
'  and (6) 

a dγ
dt
= ε σa− 3α

8ω
a3 + κ

2ω
cosγ

"

#
$

%

&
' . (7) 

To determine the character of the solutions the singular points, found by setting da dt( ) = dγ dt( ) = 0 , can 
be obtained: 

µ2 + σ −
3
8
α
ω
a2

"

#
$

%

&
'
2(

)
*
*

+

,
-
-
a2 = κ 2

4ω 2 . (8) 

Equation (8) is an implicit equation for the amplitude of the response a as a function of the detuning 
parameter σ and the amplitude of the excitation κ. It can be seen that the peak amplitude ap is given 
by κ 2ωµ( ) , even though the value of α may change. 

In the same way, a non-stationary solution for a slowly varying excitation can be obtained by let-
ting 

σ εt( ) =σ 0 + rεt . (9) 
Here, σ 0  and r are constants; r corresponds to the rate of increase or decrease of the excitation 
frequency.  

 
(2) Secondary Resonance 

Superharmonic resonance may occur when Ω ≈ω / 3 . In the following, we explain the derivation 
of the approximate solution at the superharmonic resonance, examined with the use of the time-fre- 
quency analysis in Section 3.3. To explain this, we order the excitation κ = κ̂ , so that both the hard 
excitation term, excited with frequency Ω, and the free-vibration secondary resonance term, excited 
with frequency 3Ω ≈ω( ) , will appear in the same order. Thus, the ordered nonlinear system is given 
by 

u+ω 2u = −2εµ u−εαu3 +κ cosΩt , (10) 
where the external excitation frequency Ω is expressed by introducing the detuning parameter σ as 

3Ω =ω +εσ t . (11) 
The first order approximate solution is assumed to be 

u t( ) = a t( )cos 3Ωt −γ( )+ κ
ω 2 −Ω 2( )

cosΩt +O ε( ) ,  (12) 

where the amplitude a and phase difference γ are determined by the differential equations  
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da
dt
= ε −µa−αΛ
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where Λ =κ ω 2 −Ω 2( )
−1
/ 2 . To determine the character of the solutions the singular points, found by set-

ting da dt( ) = dγ dt( ) = 0 , can be obtained: 

µ2 + σ −3αΛ
2

ω
−
3
8
α
ω
a2

"

#
$

%

&
'

2(

)
*
*

+

,
-
-
a2 = α

2Λ6

ω 2 . (15) 

Equation (15) is an implicit equation for the amplitude of the response a as a function of the detun-
ing parameter σ and the amplitude of the excitation κ. It can be seen that the peak amplitude ap of 
the free-vibration term is given by αΛ3 µω , which depends on α. Thus, if α = 0, then the amplitude 
of the free-vibration term decays to zero at steady state.  

In the same way as before, the above analytical procedure can be extended to non-stationary re-
sponses. 
 
(3) Non-stationary Response of the Duffing Equation 

Figure 8 shows the steady-state and non-stationary response curves for primary and secondary 
resonances for several rates of change, r. Here, r = 0 corresponds to the quasi-steady response.  

For the quasi-steady response, the actual solution is determined by the initial condition of the 
system, which affects the occurrence of the jump phenomena. When the detuning parameter σ is 
gradually increased, the amplitude increases smoothly. If σ is increased further, then a downward 
jump occurs. Furthermore, as σ is increased still further, the amplitude continues to decrease. In the 
reverse process, as σ is decreased, the amplitude gradually increases smoothly. If σ is increased 
further, then an upward jump occurs. Furthermore, as σ is decreased still further, the amplitude de-
creases. The jump phenomena are a result of the hysteresis caused by nonlinearity. On the other hand, 
there are no jump phenomena for a linear response and the same response is obtained whether σ is 
increased or decreased. 

For a non-stationary response r ≠ 0 , the detuning parameter σ is increased or decreased around 
primary and secondary resonances. When σ increases, the peak amplitude of the response decreases, 
and the frequency where this peak occurs is increased as r increases. After passage through reso-
nance, a beat phenomenon develops in the response and then decays. The peak amplitude can be 
found for smaller r. On the other hand, the same characteristic can be observed when σ decreases. 
Furthermore, the smaller α becomes, the more symmetric the frequency-response curves for in-
creasing σ and decreasing σ become. It can be seen that the nonlinear effects become apparent when 
the rate, r, of passage through resonance is small. 

 
 

	
 
           (a) Primary resonance                        (b) Superharmonic resonance 

Figure 8 – Non-stationary frequency-response curves for primary and secondary resonances  
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4.2. Basic Concept for Nonlinear System Identification 
Here we discuss the basic concept for the application of the time-frequency analysis to nonlinear 

system identification in order to model mechanical systems and determine system parameters (14, 
15).  

The easiest method to identify nonlinear parameters or systems is to examine the quasi-steady 
response of the system. However, it is quite difficult to conduct and verify the experiment under such 
conditions. This is because practical mechanical systems are continuously operated. Our aim is to 
establish a simple method of system identification without using any other measurements apart from 
output signals, measured during actual field operations. Therefore, we concentrate on passage 
through resonance at startup and shutdown while running. Thus, using the non-stationary response 
discussed in Section 3, there may be some possibility to model the system and to identify the pa-
rameters in Eq. (2). 

If the system can be assumed to be modeled by the Duffing equation with weakly nonlinearity, 
then the system parameters are given by the non-stationary response, as shown in Figures 3 and 4. 
The system parameters for the primary resonance can be determined by the following procedure. 
 

(1) The rate, r, of increasing or decreasing the frequency of the excitation corresponds to the slope 
between the peak amplitude of excitation and the excitation frequency. It can be seen that 
when the free vibration is small, the scale of the color contour mapping in the time-frequency 
distribution result must be changed in order to recognize the free vibration. 

(2) The natural frequency ω can be estimated by the free-damped vibration, which appears in the 
time-frequency analysis distribution. The free-damped vibration can be observed at the begin-
ning of the vibration and after the passage through resonance.  

(3) When µ is small, the value of µ is determined by the decay of the free damped vibration, which 
appears in the time-frequency analysis distribution. These results were experimentally con-
firmed in (13). 

(4) The excitation force κ is determined by the peak amplitude ap, that is, κ = 2µωap. It can be 
seen that if the rate, r, of increasing or decreasing the frequency of the excitation is relatively 
fast, then the peak amplitude at resonance is small compared to the stationary response of the 
system. 

(5) If the frequency response curves are symmetric about σ = 0, then the system has the properties 
of a linear spring. That is, α = 0. 

(6) On the other hand, if the frequency response curves are not symmetric but differ from each 
other, then the system is nonlinear. That is, α ≠ 0 . From the value of σ where the jump phe-
nomena occurs, α can be determined using Eq. (8). 

 
We can thus obtain the nonlinear system parameters as shown in Figures 3 and 4 from the time- 

frequency analysis distributions. The remaining problems are parametric studies to determine which 
parameters will have an effect on the time-frequency analysis result. Using the same method, we can 
identify the parameters of the nonlinear system shown in Figures 6 and 7 from the time-frequency 
analysis distributions. 

The advantage of the proposed modeling procedure lies in experimental studies. When we ob-
serve a nonlinear effect in the traditional way, several experiments must be conducted under the 
condition that the amplitude of the excitation is held fixed, which is not realistic in field conditions. 
Thus, the frequency of the excitation must be varied very slowly through the resonance, and the am-
plitude of the harmonic response observed carefully. Such a process will require more time than the 
time-frequency analysis. 

In a practical mechanical system, not only the excitation frequency Ω but also the amplitude of 
excitation κ may be varied when the system is started and shutdown while running. Therefore, fur-
ther investigations must be made to identify the nonlinear systems. However, the identification pro-
cedure will be one of the basic concepts for actual field operations. With the use of the time-fre- 
quency analysis distributions we can model or identify other nonlinear systems, such as parametric 
excitation systems, in the same manner. Through this study, we could construct a database of various 
nonlinear systems. Such a database will allow us to model and identify nonlinear systems in real 
operational contexts. 
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5. CONCLUSIONS 
The main purpose of this study was to model and identify the system parameters of structures and 

machines based on vibrational output signals. In this paper, we used our time-frequency analysis 
method to identify nonlinear vibrations. We discussed the time-frequency analysis of the Duffing 
equation, as a typical weakly nonlinear system. Thus, comparison between the time-frequency anal-
ysis result and the appropriate analytical solution was made at steady state. The time-frequency 
analysis of the Duffing equation for transient and non-stationary responses, represented by passage 
through resonance phenomena, was examined and the basic concept for the application of the time- 
frequency analysis to nonlinear system identification was discussed. 

As a result, the effects of nonlinearity could be clarified. In particular, it was confirmed that the 
secondary resonance peculiar to nonlinear vibration for a non-stationary response can be explained 
with the method. Furthermore, comparison between the time-frequency analysis results and the ap-
propriate analytical solution was made for both steady-state and slowly varying non-stationary re-
sponses. Finally, we discussed application of the time-frequency analysis to nonlinear system iden-
tification in order to model mechanical systems and determine system parameters.  

Further investigation must be made to identify nonlinear systems. Throughout this study, we 
could construct a database of various nonlinear systems. Such a database will lead us to model and 
identify nonlinear systems in real operational contexts. 
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