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ABSTRACT

In this paper, it was proved to be useful to usélM])-L] FX-LMS algorism for Active Acoustic Shiding
(AAS) window to enlarge the window size. The AASisystem that can attenuate the sound passingtthou
an open window. The AAS system is composed of gy cells set in an array. Each AAS cell consigts o
approximately colocated a microphone and a spe&l@never, a size of existing type AAS window is
250mm square. Therefore, we proposed M[(1-1)-L]-IEMS algorism(M: number of AAS systems, L':
number of error signals used for controlling oneSAgell) for controlling a large size window andgear
number of AAS cells. This algorithm is a kind of XS algorithm, each AAS cell is controlled
individually by it's own reference microphone aneighboring error sensors. In the previous work ABA
cells is set on rectangular window (125 x 750mmaseuand controlled by 6[(1-1)-3'] FX-LMS. As a s
this system was proved to be useful for controll&S cells, In this paper a simulator of M[(1-1)}L
FX-LMS algorithm was constructed, and the simulatiesults by 6[(1-1)-3"1 FX-LMS algorithm well
coincided with the above experimented results. $hggests that large AAS window feasible.

Keywords: Active noise control, , Active acoustitedding I-INCE Classification of Subjects Numbér(s
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1. INTRODUCTION

Active noise control (ANC) has been developed ametsssfully applied to machines such as air
conditioning ducts, engine mufflers, ear protectoes cabins, noise barriers and so forth. Howeteer,
reduce random noise in large spaces, ANC requirealtichannel system that is too complicated and
costly to be practically applied. The applicatiaiANC to three-dimensional spaces are restricted t
reducing rather simple type of noise such as bogmmaise in cars and propeller noise in airplane
cabins (1,2). Therefore, a system for decentralcmttrol has been proposed and developed, in which
the boundaries of a sound field are controlled stributed ANC units to reduce noise in the field
(3-6). In this system, the acoustic impedance & wualls, namely, the sound absorption, sound
insulation or sound diffraction of the walls, isntoolled by distributed active cells containing one
microphone and one speaker each. The crosstalk @oemps of each active cell are so small that the
cells can be individually controlled. Thus, we aamtrol a sound field by placing active cells wilie
same performance side by side. This system is sienple, and an active soft edge (ASE) system has
already been practically used to reduce the souffichction of noise barriers (4).

On the other hand, there is high demand for theebigpment of open windows that can insulate
sound by using ANC techniques. Ise proposed a séiehdi control method that controls the sound
pressure and particle velocity at the boundaryheffield (7). However, this system requires mukipl
channel control, making it too complicated to bagtically used. The authors have been developing a
decentralized control system that can reduce sénamd visible sound sources such as traffic noise by
using directional microphones and directional speak8). However its noise-reducing performance
was unsatisfactory. Roure et al. also developedigenshielding system for aircraft noise using
directional devices (9). In this case, the quigtewas small and the system was ineffective fongsu
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of oblique incidence. With this research backgroguwe proposed the concept of active acoustic
shielding (AAS) and demonstrated its feasibility Ipgrforming some simple simulations and
experiments (10). Then, a small AAS window of §giz@50mm square was manufactured and installed
in the door of an anechoic room. The noise atténonatsulting from AAS was measured for the noise
transmitted through the window from outside themod he effect on the noise reducing performance
was examined for oblique incident sound, multiptdése sources, moving noise sources and sound
reflection in the room (10). Moreover, improve dafise reducing performance in the low frequency
region was obtained by AAS Type-3 which consistédwm kinds of AAS units (11,12). However,
previous AAS-units were set on a small window.sltniecessary to use more AAS cells for a large
window and to improve the control method. Therefove proposed a new control method M[(1-1)-L"]
FX-LMS for increasing AAS cells. In this method,cBaAAS cell is controlled individually and each
control filter for ANC is adaptively converged bisiown reference signal and neighboring error
signals. In the previous work, a rectangular AASaow (125 x 750mm square) with 6 AAS cells was
fabricated, and the method was examined. As thatre®(1-1)-3'] FX-LMS algorithm was proved to
be able to converge each control filter by an esmanning method to minimize the mean square of
neighboring error signals (13). In this paper audator of M[(1-1)-L'] FX-LMS algorithm was
constructed, and the simulation results by 6[(131)FX-LMS algorithm well coincided with the
above experimented results. This suggests that l&AS window feasible.

2. BASIC CONCEPT AAS

According to Huygens’ principle, a sound wave prgai@s by generating element waves at the
wavefront and the intensity and direction of theirsd wave are determined by the manner by which
element waves are generated. If we can generaifghaise element waves with the same amplitude as
the primary element waves at an arbitrary boungéape, anti-sound waves will propagate behind the
plane. Therefore, it is supposed that point soundes distributed sufficiently closer to each othe
than the wavelength of the target sound can geaexavavefront of any shape by controlling their
amplitudes and phases appropriately. This means ithae can make an active control system
constructed with many noise controlling cells whithive a collocated reference microphone and a
control speaker individually and are distributed @m acoustic boundary such as a window at a
sufficiently short distance from each other, theteyn can attenuate primary sound by generating an
anti-phase sound relative to that measured by éfereénce microphone. We call this system "active
acoustic shielding (AAS)".

Wall '
y Reference
A Speaker
microphone T

+ Howling canceller F(a;)

/v . .
Primary Fixed filter H(a)
sound wave sound wave Controllel

Figure 1 — Basic concept of Active Acoustic Shietf{AAS)

The basic concept of AAS is shown in Figure. 1. Aéedls are set in lines at an open window. An
AAS cell has a reference microphone as close asilplesin front of a secondary sound source. The
signal measured by the reference microphone istiaguo the secondary source through a fixed filter
H(e). Namely, AAS cells are controlled by a feedforwanéthod. The filterH(«) is the same in

every AAS cell. The transfer function of the filtan () is determined so that most of the sound
transmitted through the window isreduced. If necessary, a howling compensationrfiités.) is set
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in the AAS cells. Because the reference micropheome secondary source are nearly collocated, not
only normally incident plane waves but also obliguicident plane waves, spherical waves and
waves with arbitrary shapes are expected to becetiby AAS using the same filteH(a) ,
according to Huygens’ principle. That means thatSAA expected to be effective for multiple primary
sound sources and moving sources.

3. CONTROL OF BASIC AAS

Each AAS cell is finally controlled individually bynultiplying each measured reference signal
by a fixed transfer functionH(«) and inputting it to each secondary speaker as showigure 1.
In the experimentH(«) was determined as follows. At first, each errocraphone is placed behind
each AAS cell at the distancg (=w: span of AAS cells). The system is controlled hg ¥(1-1)-4
Filtered-X-LMS algorithm shown in Figure 2.

Secondary Error

Reference source

microphone microphone Reference ~ Secondary o

Primary  microphone  SPEaKErS  microphone

—@ -
\}‘:};)(;::} speakers '
I"\ Ay
Kz () D))
by Amp.x 4 |Amp.x4 Ampx 4
Controller

Figure 2 — 4(1-1)-4 Filtered-X-LMS algorithm

This is equivalent to the algorithm with no crodsefs in the ordinary 4-4-4 Multiple
Filtered-X-LMS algorithm (10). The characteristi€ this system is that each secondary source can
only be actuated by its own reference sighgfa) to H,(«) are adaptively converged by the

error-scanning method so that the mean square efyegrror signal is minimized. Next, after
confirming that each transfer function is similamre select one representative transfer function and
input it to each AAS cell. Thus each AAS cell hae same transfer function. In this case, the nearly
same noise reduction could be obtained as in the ofadaptive filters.

This control method can be theoretically applied ttoe case of more AAS cells. However, it is
unrealistic because controllers become expensivaltulate a lot of error signals.

4. NEW ALGORITHM FOR INFINITE AAS CELLS

It is considered that the only signals of error mphones neighboring to every secondary source
are important for constructing its controlling &tt and the information of error microphones set fa
away from the secondary source are not importahenTwe propose the following M[(1-1)-L]
FX-LMS algorithm.

Figure3 shows M[(1-1)-L'] FX-LMS algorithm. M is maber of AAS system, L' is number of
error signals used for controlling one AAS cell €L3 in Figure 3).

Process or this algorithm is as follows. First,le@AS cell, every transfer function of the error
path C,(«) from Kk control speaker tol error microphone is identified by using white rmis

Secondly, the transfer functions fronH,(«) to H, () are adaptively converged by the

error-scanning method to minimize the mean squérvery error signal, by using the neighboring
error signals and the filtered reference signat wample in Figure 3, L'=3, number m of AAS cell
uses Signals of em—l(n) ! %(n) ! em+1(n) ! Cm,m—l[xm(n) ! Cm,m |:Xm(n) and C |:Xm(n) ) The

m,m+1

equation of adaptive FIR filteh (n) is written as follows,
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Figure 3 — M[(1-1)-L7] Filtered-X-LMS algorithm

Each AAS cell adapt individually and simultaneougjter convergence, each adaptive FIR filter
h,,(n) is fixed and all error microphones remove. Finaljach AAS cell with one reference

microphone and one speaker individually is congalby each fixed FIR filter.

5. SIMPLE EXPERIMENT

A simple two dimensional model was fabricated amdneined experimentally by M[(1-1)-L]
FX-LMS algorism for simplicity. This model has 6 AAcells in line on a narrow rectangular
window (L'=3, M=6).
5.1 Fabrication of AAS Window for New Algorithm

Arectangular window with a 125mm x 750mm openingtaining six AAS cells was manufactured
as shown in Figure 4.
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Figure 4 — Fabricated model of rectangular AAS wind

In this study, the target frequency range of thensbto be attenuated is regarded from 500Hz to
2kHz. A flat speaker was used as a secondary sdugcause of its quick response. The reference
microphone was set immediately behind the speaket. @The distance between the reference
microphone and the speaker diaphragm is only 50mhma. distance is considered to be enough short
for the sound whose frequency is below 2kHz, beeauis shorter than a quarter of the wavelength.
This AAS cell is controlled by a feed-forward methas described below. In this case, the causality o
the signals was proved to be satisfied in our presireport despite the short distance (10).

The distance between each cell centeris 125mm. This means thaf A = 0.184—0.735 for the

target frequency range. According to our previoggort, the conditionw/)l =0.75 enables a quiet

zone to develop behind the AAS plane in the casahd with normal incidence. The open area ratio
of the AAS window is 68%.

5.2 Control of AAS Window

Each AAS cell is controlled individually by multijghg each measured reference signal by a
fixed transfer function Hm(a,) and inputting it to each secondary speaker as shawFigure 1. In
the experimentH_(«) was determined as follows.

Firstly, each error microphone was placed 200mmirzebach AAS cell as shown in Figure 4(b),
and the system was controlled by the 6[(1-1)-3Hefied-X-LMS algorithm. EX-tool (Redec) was
used as the controller. In this case, an AAS ceHlagally uses only its own reference microphone
signal and three neighboring error microphone digna

5.3 Test Setup

Figure 4 shows the rectangular AAS window instaligdthe door of a small anechoic room. A
primary source generating frequency restricted oamehoise from 500Hz to 2000Hz was set 700mm
in front of the AAS-cells. The adaptive control @ach cell was conducted simultaneously and
individually. After each filter H_(w) was converged, each filter was fixed and each ceditrols

individually at the same timen this experiment, the sampling frequendy of the controller is
48kHz, and the filter tap lengths ofi_(w) and the error path filterc, (w) are 200.The sound

pressure spectra at error microphones and fixeatpoa, b and ¢ shown in Figure 4 (c) were
measured with and without ANC (ANC ON and OFF). Kaver, 1/3-octave-band sound pressure
level contours and sound attenuation level contewgse drawn on the horizontal plane (1m x 1m) at
the center height of the AAS-Window, as shown igu¥e 4 (c).
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5.4 Test Results

Figure 5 shows the relative sound pressure spattitze error microphone poiitand fixed point
a under the conditions of ANC ON and OFF. Figureh®ws 1/3-octave-band sound pressure level
contours and sound attenuation level contours A0H@. In Figure 6, blue dots show points of each
error microphone. This figure shows that a largeoant of noise reduction (10 -15dB) was obtained
in the target frequency range (500Hz-2kHz) on eadlor microphone, each fixed point and over a
wide area of the test room.
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Figure 5 — The relative sound pressure spectruthmeatrror point and sound pressure spectrum dixa
point under the condition of ANC ON and OFF
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Figure 6 — Typical 1/3-octave-band sound attenndéwel contours and sound pressure level contours
under the condition of ANC ON and OFF

6. SIMULATION OF NEW ARGOLITHM FOR AAS

In this paper, we simulate the M[(1-1)-L'] Filteretl LMS algorithm using simulation software
(MATLAB) by numerical calculation . Figure 7 showlse model of simulation. We made a software
program satisfying equations in chapter 4.

wn (n)
—> BPF -L» M —>®-------------mmmmmoe

White noise
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op(y | Error
Reference signals
signals

x(n)

Figure 7 — Simulation model
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The simulation used transfer functions measurethé simple experiment shown in chapter 5.
Each transfer function was measured under actualstic field. In Figure 7P is primary pathsM

is paths between a primary source to referenceatig8 is error pathsF is feedback pathsC and

F is identified paths,H is control filters. At first, we constructed theogram based on the full
channel multiple filtered-X LMS algorithm. Each d&g symbol has matrix and include all

coefficients of each filter [e.¢d include hjk(n)(j =12,---J,k=12,--- K)]. After that, coefficients
of particular filters h, (n)(j k) and ¢, (k:él tp,p= O,],---(L—l)/2) were set 0 to eliminate the
filters. White noise with band path filter (500 HzkHz) was used as the primary source.

6.1 Conditions

Simulations parameters show as follow. Samplingjdiency is 48 kHz, cutoff frequency of the
antialiasing filter is 20 kHz and step size parasneis 0.000003. Table 1 shows sizes of
previously-identified filters.

Table 1 — Size of identified filters

J=K=L=6 P M F C
Number of tap 600 600 600 500
Size of matrix XP_tap XM _tap KXJXF_tap KXLXC_tap

In this paper, Howling cancel filteff was not used as the same condition of the exanoingti
Table 2 shows simulation conditions and size défd.

Table 2 — Conditions and size of filters

Condition Number H C algorithm
Experiment case 0 200 200 6[(1-1)-3] ch
Simulation case 1 200
Simulation case 2 600 200 6[(1-1)-3] ch
Simulation case 3 1200
Simulation case 4 200
Simulation case 5 600 500 6[(1-1)-3'] ch
Simulation case 6 1200
Simulation case 7 200

_ _ 200
Simulation case 8 600 6[(1-1)-6] ch
Simulation case 9 600 500
Simulation casel0 200

_ _ 200
Simulation case 11 600 6 Full ch
Simulation case 12 600 500

6.2 Simulation Result

Figure 8 to 11 shows the relative sound pressueetsp at the error microphone point 3 and 6
under the conditions of ANC ON and OFF. Table 3vetconditions of simulation on Figure 8 to 11.

Table 3 — Simulation conditions

Condition Figure8 Figure9 Figure 10 Figure11
Cases 0,1,2,3,4 0,2,5 0,1,7,10 0,5,9,12
Fixed paramete Algorithm, C | Algorithm,H | H: 200, C:200 | H: 600, C:500
Variable H C Algorithm Algorithm
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Figure 8 — The relative sound pressure spectrutmeatrror point and sound pressure spectrum dixibe
point under the condition of ANC ON and OFF in Casé&, 2 and 3
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Figure 9 — The relative sound pressure spectruimeatrror point and sound pressure spectrum dixibe
point under the condition of ANC ON and OFF in C@s@ and 5
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Figure 10 — The relative sound pressure spectruheatrror point and sound pressure spectrum dixid
point under the condition of ANC ON and OFF in C@sé&, 7 and 10
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Figure 11 — The relative sound pressure spectruheatrror point and sound pressure spectrum dixid
point under the condition of ANC ON and OFF in C@s#&, 9 and 12

6.3 Discussion

6.3.1 Condition 1
Figure 8 shows relative sound pressure spectrarucaledition 1. It was used 6[(1-1)-3'] FX

LMS algorithm, the size of filterC was fixed to 200 taps and as the same size asothtte
experiment in chapter 4. The conditions of caseelthe same as those of case 0 (experiment), and
both results are similar. This proves the validifythe simulation. In this figure, the size df was
changed from 200 to 600 and 1200 taps, to exanlieeinfluence of the size off on sound
attenuation. This figure shows that the influené¢he size ofH is not so much.

6.3.2 Condition 2
Figure 9 shows the influence of the size of filt€f on sound attenuation. It is also not large.

6.3.3 Condition 3and 4

Figure 10 and 11 shows relative sound pressuretispeader condition 3 and 4. These figures
compare the effect of different algorithms 6[(13&); 6[(1-1)-6'] and 6 channel full FX LMS.
6[(1-1)-3’] and 6[(1-1)-6'] show the similar noigeduction about 10~15dB in the target frequency
range 500 Hz ~ 2 kHz. It shows that 3 neighborirmgore microphones are enough in this
configuration. However, the 6¢ch Full MFX-LMS shovesger noise reduction from 1.5 kHz to 2 kHz.
This shows importance of the cross filtersHaf

7. CONCLUSIONS

A new M[(1-1)L'] FX-LMS algorithm was proposed focontrolling AAS (Active Acoustic
Shielding ), which use only neighboring error migheones. And its usefulness was examined by

simple was examined by simple experiment and sitraria. The following conclusions were
obtained.

1. A simulator of this algorithm was constructedgroved its validity by comparing with the
experimental results.

2. This algorithm was proved to be able to converdedadaptive control filter by experiment
and simulations

3. AAS-window can be enlarged infinitely by using tlakgorithm.
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