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Our perception of auditory space depends on the integration of a number of acoustic cues to the locations of sound sources. The binaural
cues 10 location arise as a consequence of the two ears being separated by an acoustically dense head which results in differences in the time
of arrival and level of the sound at each ear. The outer ears also filter the sound in a directionally dependent manner providing the spectral
cues to a sound’s location. Real world listening involves separating out multiple concurrent sound sources and differences in their spatial
locations provide a means by which auditory spatial attention can be focused on one sound of interest and other masking sounds are ignored.
Recent work has demonstrated that spatial release from masking is more effective when the target and maskers are speech sounds and that

this involves both bottom up perceptual processes and top-down cogaitive processes. This work indi

is essential for the effective use of hearing ai

tes that preservation of the spatial cues

mplicating both binaural and in-the-car fiting stratcgies.

1. REAL WORLD LISTENING
Much of the time, listening in the real world is a very
complex task. Rarcly do sounds of interest occur on a
background of silence. Rather, the world is a tumultuous
mix of multiple sounds that overlap in frequency and time.
Some sounds can represent threats or opportunities while
others are simply distracters or maskers. In many listening
situations reverberance and/or echoes further complicate the
soundscape. All of these sounds arrive at the car drum as a
combined stream and jointly excite the inner ear. What is
most remarkable is that the auditory system is able to sort out
the many different streams of sound and provides the capacity
to selectively focus our attention on one or another of these
streams. The auditory system is quite unlike the senses of
vision or touch in that the sensory epithelia codes frequency
and not spatial location. Consequently, our perception of
auditory space is based on a variety of acoustic cues that
occur at each ear. This means that the acoustic cues to the
different source locations also need to be deconvolved from
the complex signal reaching the cars. Our capacity to focus
attention on one sound of interest and to ignore distracting
sounds is dependent, at least in part, on the differences in the
locations of the different sound sources. This article reviews
the acoustic cues that the auditory system uses to achieve this
amazing feat of signal processing, how these cues lead to our
perception of auditory space and how this contributes to the
understanding of specch in complex acoustic environments.
The three principal dimensions of auditory spatial
perception are direction, distance and spaciousness. In our
qualitative descriptions of the location of objects in every day
life we refer to horizontal direction, height above or below the
audio-visual horizon and distance from the head. In addition
to the perception of location, the extent or “spaciousness” of
the space inhabited by the listener and the “width” or apparent
size of the sound source are also important attributes. The
sense of spaciousness also plays an important role in the
generation of the sense of “presence” or “being there” enjoyed
by the listener using a virtual auditory display (see [1]).

2. CUES FOR SPATIAL LISTENING

Our perception of auditory space is based on acoustic cus that
arise at each ear. These cues result from an interaction of the
sound with the auditory periphery which includes the two ears,
the head and torso as well as with the reflecting surfaces in the
immediate environment (for review [2]). As the two cars are
separated by an acoustically dense head, the auditory system
can simultaneously sample the sound field from two slightly
different locations. This gives rise to the so-called binaural
cues to the location of a sound source. For a source located off
the midline, the path length difference from the source to each
ear results in an interaural difference in the arrival times of the
sound or a difference in the phases of the on-going component
of the sound at each ear (Figure 1a). This is referred to as the
interaural time difference (ITD) cue. As the auditory system
only encodes the phase of a sound up to a few kilohertz,
the interaural phase difference cuc is limited to the lower
frequency range of human hearing. However, the auditory
system is also able to extract interaural time differences
from the amplitude modulation envelopes of more complex
sounds over the whole range of frequency sensitivity (e.g. [3]
but see [4], recent review [3]). Psychophysical studies using
headphone presented stimuli have demonstrated sensitivity to
interaural time differences as small as 13 ps [6] for toncs from
500 t0 1000 Hz.

As the head is relatively large with respect to the
wavelengths of mid to high frequency sounds to which the
auditory system is sensitive, the ear furthest from the source
will be acoustically shadowed giving rise to an interaural
difference in the sound level at cach ear. This is know as the
interaural level (o intensity) difference (ILD) cue. Sensitivity
to interaural level differences as small as 1 dB have been
demonstrated for pure tone stimuli presented over headphone
(7). In summary, the ITD cues are believed to contribute
principally at the low frequencies and the ILD cues at the
mid to high frequencies — this is sometimes referred to as the
duplex theory of localisation.

The binaural cues alone provide an ambiguous cue to the
spatial location of a source because any particular interaural
interval specifies the surface of a cone centred on the interaural
axis - the so called “cone of confusion” (Figure 1b).
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Figure 1: (A) When a sound source is located off the midline the separation of the two ear by the head results in differences in the path
lengths between the sound source and each car (length of arrows). This results in a difference in the time of arrival of the sound to each
ear by up to 800 s or more. The car furthest from the sound source will be in the acoustic shadow cast by the head which leads to an
interaural level difference (width of arrows). (B) The cone of confusion is shown for a particular interaural time and level difference

corresponding to a location 60° from the midine.

The outer ear, the pinna and concha, is an asymmetrical and
highly convoluted structure that filters sound in a manner that is
dependent on the direction of the wave front (e.g. [8, 9]; Figure
2). This gives rise to the spectral (or monaural) cues o location.
Reflections from the shoulder and torso may also contribute to
the filtering in the lower frequency range where the wavelengths
are long compared to the dimensions of the outer ear (see [2]
for review). These location dependent filter functions can be
‘measured by inserting small microphoncs into the ear canals and
are referred to as the head related transfer functions (HRTF) (9,
10). The spectral cues provide the basis for resolving the cone-
of-confusion (Figure 1 and Figure 2) and, together with the
head shadow [11], also explain the residual sound localisation
capability observed in monaurally deaf individuals [12].

In summary, accurate determination of the direction
of a sound source is dependent on the integration of the
binaural and spectral cues to it's location (see [13):). The
relative roles of the ITD and ILD are
determined in part by the frequency
content and the depth of amplitude
modulation of the envelope of the sound
[14]. The spectral cues from cach car
are weighted according to the lateral
angle of the source; the ipsilateral car
dominates for locations close 1o the
interaural axis but there is an increase
in the weighting of the contralateral
cues as the sound location approaches
the midline [15). Interestingly, the
interaural spectral difference per se is
unable to support normal localisation
at any lateral angle [16). The sound
level and duration of the stimuli also

play an important role. At low (< 40 functions in dB.

dB) and high (> 60 dB) sound levels, localisation accuracy
on the cone of confusion decreases. In the latter case this has
been attributed to saturation [17, 18] and/or compression [19]
of the cochlear excitation patters leading to distortion of the
encoded spectra. The poor performance at low sound levels
could result from level dependent non-linear amplification of
the cochlea and subsequent distortion of the spectral profile
or a poor signal to noise ratio leading to noisy analysis of the
cue [19]. Localisation performance on the cone-of confusion
has also been reported o deteriorate for stimuli less than 30
ms in duration suggesting that this may represent a minimum
time window for spectral integration [18, 19]. A range of
physiological studies have also demonstrated that neural
representations of auditory space in the superior colliculus in
‘mammalian midbrain are dependent on the integration of these
binaural and monaural cues (reviewed in [20]).
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Figure 2: Left ear of a female subject and the head related transfer functions obtained for the
mid-line cone of confusion. The scale bar indicates the variations in the level of the filter
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While it is the interactions of the sound with the auditory
periphery that provides the cues to source direction, it is the
interactions between the sound and the listening environment
that provide the four principal cues to source distance (for
recent review see [21]). First, the intensity of a sound decreases
with distance according to the inverse square law: this gives
fise to a 6 dB decrease in level with a doubling of distance.
Second, as a result of the transmission characteristics of the air
the high frequencies (>4 kHz) arc absorbed to a greater degree
than low frequencies. This leads to a relative reduction of the
high frequencics of around 1.6 dB per doubling of distance
[22]. Notably for both of these cues there is a confounding of
source characteristics (intensity and spectrum) with distance so
they can only act as reliable cues for familiar sounds (speech
is a particular case in point). The third cue is the ratio of the
direct to reverberant energy [23]. The level of reverberation in
a room is determined principally by the characteristics of the
room and is basically constant throughout the room while the
direct energy s subject to the inverse square law of distance.
This is a particularly powerful distance cue but s dependent on
the reverberant characteristics of the listening environment [24].
Recent work exploring distance perception for sound locations
within arms reach (i.e. in the near ficld) has confirmed the
very carly observations of Hartley and Fry [25] that substantial
changes in the interaural level differences can occur with
variation in distance (see for instance [26]). The distance effect
on interaural time difference appear to be less salient (27). There
are also distance related changes to the HRTFS in the near field
because of the parallax change in the relative angle between the
source and each car with distance [28)].

The perception of auditory spaciousness has been
characterized by “apparent source width” which is related to
the extent of early lateral reflections in a listening space and
the relative sound level of the low frequencies (e.g: [29, 30]).
A sccond aspect of spaciousness is “listener envelopment”
which s related more o the overall reverberant sound field
and is particularly salient with relatively high levels arriving
later than 80 ms afler the direct sound (see [31]).

An important but almost unstudied issue in auditory spatial
perception is the extent to which a sound is heard externalized
away from the head. When normally listening over headphones,
the percept generated is of a sound source located within the
head. By manipulating the ITD or ILD the phantom source
can be lateralized towards one o the other side of the head but
remains within the head. However, if the sound is first filtered
with the head related transfer functions (HRTFs) for a particular
location in space and then played back over headphones, the
apparent source of the sound is heard externalized to the spatial
location corresponding to the HRTFs used. On the one hand,
this should not be surprising because if the headphone transfer
functions are properly compensated for, then the pattern of sound
waves at the car drums should be identical to that produced by
the sound actually out in space. On the other hand, this also
demonstrates the important role the HRTFs play in enabling this
sense of extenalization. This manipulation of the sound is the
basis of virtual auditory displays or so-called auditory virtual
reality systems using headphone delivery. An important issue
for virtual auditory displays is the match between the set of head

related transfer functions (HRTFs) used to render the virtual
auditory environment and the actual HRTFs of the listener.
Even relatively small differences between the sets of HRTFs can
degrade the accuracy with which sound sources can be rendered
at specific locations in virtual space. There are also a range of
other factors involved in generating or enhancing the percept
of externalization. For instance, the reverberant characteristics
of the sound and active head movement within the listening
environment can both contribute to the sense of externalization
and “presence” in the virtual auditory world [32].

3. LOCALISATION PERFORMANCE —

DIRECTION AND DISTANCE
There are quite a number of studies of the accuracy and
resolution of human auditory spatial perception (for reviews see
[2. 33)). Absolute localisation accuracy has been assessed by
allowing subjects to indicate the perceived direction of a sound
source whose spatial location is randomly varicd (¢.g. [34-36]).
Subject’s perception of location has been measured using both
continuous (e.g. [35, 36]) and quantized methods (c.g. [37.
38]) of indicating the perceived location. Knowledge about the
potential locations of stimuli has also been shown to influence
the subjects’ responses in a non-sensory manner [39].

In gencral these experiments demonstrate two classes
of localisation errors: (i) Large “front-back” or “cone of
confusion” errors where the perceived location is in a quadrant
different from the source but roughly on the same cone of
confusion; (ii) Local errors where the location is perceived
10 be in the vicinity of the actual target. Average localisation
errors are generally only a few degrees for targets directly in
front of the subject (SD % 6° - 7°). Absolute errors and the
response variability around the mean, gradually inerease for
locations towards the posterior midline and for elevations
away from the audio-visual horizon. For broadband noise
stimuli the front-back error rates range from 3% to 6% of the
of trials. However, localisation performance is also strongly
related to the istics of the stimulus.
stimuli [13), particularly high or low sound levels (c.g. [19))
or reverberant listening conditions [40] can all significantly
degrade performance.

A different approach to understanding auditory spatial
performance is to examine the resolution or acuity of auditory
perception. In these studies, subjects are required to detect
a change in the location of a single source (e.g. [41]). This
is referred t0 as a minimum audible angle (MAA). This
approach provides insight into the just noticeable differences
in the acoustic cues to spatial location. Consistent with the
absolute accuracy studics, MAA studies have demonstrated
that resolution s highly dependent on both the type of stimulus
and the spatial location about which the change in location is
measured (sce [41, 42]). The smallest MAA (1-2°)
for broadband sounds located around the anterior midline
and the MAA increase significantly for locations away from
the anterior median plane. The MMA is also much higher for
narrow band stimuli. More recent work has also examined
the ability of subjects to discriminate concurrent sounds as
originating from different locations [43). In this case, the
ability to parse the locations of two concurrent stimuli with
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identical spectral characteristics is dependent on interaural
differences rather than the spectral cues.

The majority of localisation performance studies have
been carried out in anechoic environments. Localisation in
real world environments will of course include environments
with some level of reverberation. Interestingly, localisation in
rooms does not appear (o be as robust as in anechoic space [40]
but it does appear to be better than what might be expected
based on how reverberation degrades the acoustic cues to
location. For instance, reverberation will tend to de-correlate
the waveforms at each ear because of the differences in the
patterns of reverberation that combine with the direct wave
front at each ear [44]. This will tend to disrupt the extraction
of ongoing ITD although the auditory system may be able to
obtain a reasonably reliable estimate of the ITD by integrating
across a much longer time window. Likewise, the addition of
delayed copies of the direct sound will lead to comb filtering
of the sound that will tend to fill in the notches and flatten
out the peaks in the monaural spectral cues and decrease the
overall ILD cue. These changes will also be highly dependent
on the relative locations of the sound sources, the reflecting
sources and the listener (see review [45]).

4. THE COCKTAIL PARTY PROBLEM

In the course of most human communication, the specch we
are attending to occurs against a background of other talkers
and non-speech sounds. This is referred to as the cocktail
party problem: that is, how the auditory system segregates
and streams the talker of interest from multiple concurrent
talkers and other sounds 46, 47). In signal processing terms,
the concurrent sounds are composed of different and relatively
sparse spectral components that are changing dynamically
over time. It is also likely that some spectral components will
transiently overlap in different frequency regions. The first
puzzle is how the auditory system groups together the spectro-
temporal components and associates them with different
sources (auditory objects). Secondly, how are these grouped
clements connected over time into coherent and segregated
streams of information? The overall process is referred to as
auditory scene analysis [48] and two basic and complementary
processes are conceived to be operating:

Primitive_grouping: The notion of primitive grouping
is based on the Gestalt principals of proximity, similarity,
common fate, set, continuity, symmetry and closure. A number
of processes have been identificd psychophysically. One
processes exploits harmonicity — that is, the energy in many
natural sounds (including speech) is distributed harmonically
across frequency and concurrent sounds will almost always
have instantancous differcnces in the fundamental frequency
(FO). The associated spectral components can then be grouped
on the basis of their respective harmonic relationships to the
fundamental frequencies of the different sources. Spectral
components are also grouped on the basis of common onset
and/or offsets and common amplitude modulation (for review
see [49]). These process are thought to be bottom-up and
automatic. Once grouped together according to these rules the
relevant spectro-temporal components are connected up over
time into separate streams of information that are associated

with different auditory abjests (sec [50] for review).

Schema bast ith multiple concurrent sounds
there will inevitably be intermitient spectro-temporal overlap
and at various instances the louder sound will mask the
presence or absence of energy from other sounds. This is an
example of simple energetic masking which can interfere with
the primitive grouping and compromise the integrity of the
information in the streams. Therefore, the auditory system has
1o fillin the gaps in the streams and correct flawed groupings.
In this classical view, when the sound of interest is a talker,
schema based processcs relying on the semantic and linguistic
context can be used to help fill the gaps in the attended stream.
This is generally conceived of as a knowledge based, cognitive
and/or top-down process.

5. INFORMATIONAL AND ENERGETIC
MASKING AND SPATIAL RELEASE
FROM MASKING

The amount of energetic masking of a talker in the proximity
of (or co-located with) other masking sounds can be reduced
by spatially separating the target from the maskers. In the first
instance, this spatial release from masking can be explained
by an improvement in the signal to noise ratio in one or other
of the ears (Figure 3). However, the work of Freyman [S1,
52) and others (e.g. [53, 54]) has demonstrated that the spatial
release from masking of specch produced by a concurrent
talker (as opposed to a non-speech masker) is greater than that
predicted by a simple energetic model of the interactions of
the sounds at each car. This additional masking is referred to
as informational masking.

Masked

Unmasked

T+M

Figure 3: Spatial release from masking for non speech
maskers can be understood in terms of the changes in signal
10 noise ratio at the “Better” or shadowed ear. T target talker
of interest; M masker

Informational masking can be related to the similarity
between the masker(s) and the target which leads to confusion
about the assignment of different words to different streams
(54). The spectral components are correctly grouped and the
information correctly identified but streaming fails because
of confusion relating to higher level components in the
information. An example is the confusion that can occur
when two concurrent talkers have similar sounding voices
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Informational masking is also associated with stimulus
uncertainty: i.e. when a stimulus is highly variable and the
listener does not know what to expect (for discussion sec
[551). Linguistic and semantic context are seen as important
in helping to correct these sorts of errors as the information
in the stream unfolds. The role of semantic analysis indicates
the involvement of high level cognitive or schema based
processes. Most interestingly, however, there is some data
that suggests that the maskers do not have to be intelligible
to produce informational masking. Freyman et. al. [52]
demonstrated that almost the same amount of informational
masking occurred when the masker talker was speaking in
a language not understood by the listener compared to one
that was understood by the listener. In addition, time reversed
masker speech could also produce substantial informational
masking. These two findings are problematic for an account
of informational masking that relies on a top-down, semantic
model as, although these stimuli are recognisable as human
speech, they are clearly unintelligible.

In the context of spatial hearing, a most important finding
is that perceived differences in the locations of target and
masker talkers gives rise to a larger spatial release from
masking than that obscrved with talkers masked by a purely
energetic masker like specch shaped noise (sce for review
(56]). This indicates that when the target and maskers are co-
localised there is interference in the schema based processes
(informational masking) that is over and above the energetic
masking. However, the differences in the locations are utilised
by the auditory system to allow the listener to focus their
spatial attention on the target talker and/or to disattend to the
masker talkers [53] in a way that decreases the informational
interference between the target and the masker. The differences
in location appears to help to keep separate the informational
streams associated with each talker, In the case of noise
maskers, the spatial release from masking is governed by the
reduction in the energetic masking when the masker is moved
away from the target talker. With this type of masker there is no
informational masking and nearly all of the spatial unmasking
can be explained in terms of the signal to noise ratio at the
better ear (Figure 3). The residual unmasking is probably
related to binaural processing [53] and will be dependent on
the nature of the sounds and the acoustic environment [57).

The ability to focus attention on a particular talker and
indeed to switch attention between talkers plays a key role
in solving the cocktail party problem. Although primitive
‘grouping provides very effective means to separate concurrent
talkers and other sounds, much human spoken communication
is actually carried out under quite adverse listening conditions
(the pub or the cocktail party are the case in point). Under
such conditions, a talker will generally raise the level of his
or her voice so that the signal to noise ratio is around 0 dB at
the listener [58]. Under such conditions, where there is also
the potential for substantial informational masking, the spatial
separation of the target and maskers plays an important role
in supporting good speech intelligibility under real world
listening conditions.

6. HEARING IMPAIRMENT
Hearing impaired listeners are also able to capitalize on
the differences in the locations of talkers to reduce the
amount of masking. However, the spatial release from
informational masking is reduced by 5 dB in listeners
with even mild hearing impairment compared to normally
hearing listeners under the same conditions [$9]. Many
studies have demonstrated that speech intelligibility falls
off relatively quickly as a function of signal to noise ratio
and a loss of 5 dB spatial unmasking results in a very
significant reduction in the percentage of words understood
in a noisy listening environment. These findings have an
important implication. The hearing deficit will undoubtedly
have degraded the quality of the cues to spatial location. It
is important, therefore, to provide hearing aids that support
the encoding of the acoustic cues to spatial location

In the first instance this could be as simple as providing
binaural aids that are properly calibrated to preserve the normal
ITD and ILD cues. The more challenging question however, is
how to preserve the information in the spectral cues. Certainly
the development of relatively powerful digital hearing aids
small enough to fit inside the auditory canal provides a means
of preserving the normal spectral cues to location. However,
the hearing impairment is also characterized by a significant
reduction in sensitivity to the mid to high frequency range of
hearing and it is over this range that the majority of location
dependent spectral cues are generated (see [9, 60). Recently,
it has been suggested that transposing the spectral cues into a
lower frequency range could provide the opportunity for the
auditory system to relearn to use these new spectral cues ([61]
see also [62)).
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