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I wish to welcome all members 
of the AAS with this final issue of 
Acoustics Australia for 2012. Well 
what a way to end the year and my 
tenure as President. 

A large number of our 
members have just attended 
Acoustics 2012 Fremantle: 
Acoustics, Development and the 
Environment. The WA division 
conference set new records for our 
annual Society conference, with 

more than 280 delegates attending and over 124 papers published. I 
would like to congratulate the Organising and Scientific Committee, 
plenary guests and keynote speakers, authors, reviewers, event 
sponsors, exhibitors, partners and members in attendance who 
made this event such a success

Prior to and during these annual conferences, the Federal 
Councillors attend their face to face meetings to conduct the official 
business of running the society, in accordance with our articles of 
association and registered companies requirements.  On behalf of 
the society I thank the councillors for the preparation, time and 
effort in attending to their duties. It is worthy to highlight several 
significant outcomes from the recent Fremantle meetings and these 
were highlighted during the Conference Dinner and are noted below:
•	 Fellows of the Society. The federal committee reviewed and 

unanimously approved three nominations for member elevation 
to the grade of fellow of the AAS. The AAS welcomes the 
following new fellows of the society:
-- Emeritus Professor Bob Randall
-- Dr Renzo Tonin
-- Russell Brown

Bob Randall was present for his award at the conference dinner. It 
was an honour to read his citation and award his certificate to him.
•	 Website Upgrade. The upgrade of our website is progressing 

with defined scope, and number of options and preliminary 
quotes reviewed and discussed. The aim is that we shall have 
a new fully integrated and functional website operational 
by 1 July 2013 for the benefit of all members and to assist in 
streamlining a number of Federal general secretary, registrar, 
and web manager workload.  I appreciate the feedback received 
by the subcommittee (Peter Heinze, Matthew Stead, Terry 
McMinn and Richard Booker).

•	 AAS Research Grants. The AAS has agreed to investigate and 
proceed with funding of major research projects with matching 
and or linkage funding from other research grant providers, 
e.g. ARC, based on their current importance and benefit for the 
Acoustical Society members and the Australian Community. 
This committee is headed by Matthew Stead with bipartisan 
input from a federal councillor representative from each 
division. The committee is currently addressing the system and 

framework for processing applications and determining project 
priorities. The work will commence with a member survey for 
assistance in prioritising projects with research project bids 
requested during May-June 2013.

•	 The success of the AAS website online issue of AA journal back 
issues is increasing with some 24,000 requests per month.  The 
quality and variety of the journal articles and technical notes 
is acknowledged by its members and the hard work of the AA 
journal team.

•	 The AAS increased its total membership in 2011-2012 by 10.4% 
with 41 new MAAS members.
The AAS received a large number of submissions for the 

AAS Education Grant and the council appreciates the efforts by 
the applicants. The council thanks Charles Don and John Davy 
for being our judges for these submissions. The following three 
recommended awards were concurred by the Federal Council:
•	 Dr Danielle Moreau – Characterising noise and annoyance in 

homes affected by wind turbine noise.
Danielle was present at the conference and was notified of her 
award at the conference dinner.

•	 Dr Cate Madill – Acoustic and High-speed Analysis of Radio 
broadcasters

•	 Dr Iftekhar Ahmad – Acoustic signal analysis for beehive health 
monitoring 
The President’s Prize for the AAS2012 conference best paper 

was awarded to Dr Paul Dylejko for his paper titled Optimisation 
of an inertial mechanism within a uni-axial vibration isolator to 
suppress internal resonance.  Thanks to both John MacPherson 
and Alec Duncan from the WA Division conference organising 
committee for reviewing all papers.

There were three submissions for the CSR award for Excellence 
in Acoustics in 2012. Whilst all entries were of a high calibre, 
none satisfied all of the criteria of the competition guidelines as 
set out on the AAS home page. As a result, it was CSR Bradford’s 
recommendation that no prize be offered for 2012.

ACOUSTICS 2013 Victor Harbor: Science, technology and 
Amenity, the 2013 conference of the Australian Acoustical Society, 
is well into its initial stages of planning and will be held in Victor 
Harbor, South Australia from 17 to 19 November 2013.

Now that I step down to Vice President’s role and Norm Broner 
steps back into the President’s role, I would to thank the support 
of all federal councillors, the general secretary, Acoustics Australia 
team and other members who assist the society and trust they will 
also assist Norm as he progresses in this role and into 2014 also as 
Congress President for the InterNoise 2014 Congress to be held in 
Melbourne.

Along with the Federal Councillors, I take this opportunity to 
wish everyone a safe and enjoyable break over Christmas and New 
Year period and best wishes for 2013. 

  Peter Heinze

Message from the president
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Letter to the Editor
Renzo Tonin, Renzo Tonin & Associates (NSW) Pty Ltd, Surry Hills, NSW 2010
RTonin@renzotonin.com.au

I wish to respond to Mr Steven Cooper’s technical note 
“Wind farm noise – An ethical dilemma for the Australian 
Acoustical Society?” published in Acoustics Australia, Vol. 40, 
No. 2 (2012).

The author in his opening paragraph refers to a series of 
papers and technical notes published in the April 2012 edition 
of Acoustics Australia, Vol. 40, No. 1 (2012). He refers to some 
of those articles “supporting wind farms” and is critical that 
they do not “discuss the acoustic impact of the wind farms”. 

Firstly, in reading the articles referred to, I am unable to find 
any that are “supporting wind farms”. The articles are technical 
papers describing various aspects of wind farm noise, some 
of which document the relevant authors’ findings in respect of 
their work relating to the measurement of noise at wind farm 
sites or a review of work by others. My own paper in that series 
of articles, for example, is simply a summary of wind farm 
noise sources and noise propagation algorithms. There is no 
evidence put forward by Mr Cooper that the authors of those 
articles are associated in some way with wind farm operators. 
Some may have a proper business relationship as client and 
consultant (as referred to in clause 4 of the AAS Code of Ethics 
appended to by Mr Cooper’s technical note), however this does 
not of itself make the authors of those articles persons who are 
“supporting wind farms”.

My understanding of the AAS Code of Ethics (in clause 1) 
is that members of the AAS must act independently and without 
bias one way or the other. Just because some of the authors of 
the articles referred to above have clients who are wind farm 
operators does not make them supportive of the industry or 
biased. I am aware that Mr Cooper has many clients in NSW 
who are in the hotel industry and gives evidence in the NSW 
Land & Environment Court as an impartial expert. This does 
not make Mr Cooper a person who supports hotels or is biased 
toward hotel development.

Secondly, in Mr Cooper’s opening paragraph he states that 
“the articles did not identify the basis of the criteria or the 
acoustic impact of wind farms even when they complied with 
the nominated criteria”. A discussion then follows regarding 
how aircraft noise impacts are addressed in Australia, in my 
opinion meandering from the main point.

Nevertheless, the main point I believe Mr Cooper is trying 
to make is that, according to him, there is no connection 
between the criteria that is adopted in environmental noise 
impact studies and the affectation (including health impacts) 
of people who live in close proximity to wind turbines.

The first thing that can be said is that members of AAS 
who are contracted by clients to prepare environmental noise 
impact assessments of wind farms (at least in the state of 
NSW where I practice) must do so in accordance with the 

NSW Director General’s Requirements. The Director General 
determines how the EIS should be prepared and what standards 
should be followed. There may be similar requirements in the 
other States. The Director General has already made a decision 
about what standards are to be applied taking into account 
the interests of the local community and the interests of the 
wider community, noise impacts, economic opportunities and 
so on. Therefore, if the Director General’s Requirements, for 
example, state that the South Australian Wind Farm Guidelines 
is the relevant standard to be applied in respect of the project, 
this must be complied with.

If a member of the AAS has serious concerns about any 
directions given by the Director General then the appropriate 
forum for that discussion is a formal objection to the proposal. 
The fact that one member of the AAS has prepared an EIS 
in accordance with the Director Generals’ Requirements and 
another member of the AAS is opposed to that standard being 
applied does not make the former member a person who is 
“supporting wind farms”. In other words, just because a 
member of the AAS contracts to the wind farm industry does 
not make that member someone who “supports” the wind 
farm industry. Furthermore, just because a member of the 
AAS follows directions given by the Director General does 
not put that member in conflict with the AAS Code of Ethics 
notwithstanding that Mr Cooper may disagree with the content 
of the South Australian Wind Farm Guidelines or any other 
wind farm guideline for that matter.

The second thing that can be said about the “connection” 
issue raised above is that there is in fact technical literature 
which Mr Cooper may not be aware of relating to noise dose-
response studies, one conducted in Sweden and one in the 
Netherlands (see [1, 2]).  

On page 140 of Mr Cooper’s technical note, he refers to 
“‘anti-wind farm’ and ‘pro-wind farm’ acousticians who are 
Members of the Society”. I sincerely hope that there is no 
such dichotomisation in the AAS, that we are all professionals 
and work without bias as to whether or not a wind farm is 
constructed. It would then follow that there cannot be any 
“dilemma” for any member to abide by the Code of Ethics 
and to sincerely and honestly, and for technical reasons alone, 
support or oppose the construction of any particular wind farm 
project.

On the 4th December 2012, Mr Cooper was interviewed 
by Alan Jones on the Sydney radio station 2GB wherein Mr 
Jones made the following statements (to which Mr Cooper did 
not disagree):
•	 Wind farm noise impact studies don’t assess the noise to 

tell you what the impact will be;

Response to article by S. Cooper, “Wind farm noise - an ethical dilemma for the Australian Acoustical Society?”, Acoustics Australia 
40(2), 139-142 (2012)
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•	 There is a lack of scientific evidence to prove wind farms 
do not create health impacts;

•	 There is no scientific evidence of health studies;

•	 The appropriate scientific studies have not been undertaken;

•	 The precautionary principle says we should stop building 
wind farms;

•	 We are making this up as we go along;

•	 The World Health Organisation noise limits apply to the 
city and are entirely inappropriate for rural areas;

•	 Wind farm operators should guarantee there are no adverse 
noise effects, no adverse health effects, no offensive noise 
and no sleep disturbance.
I certainly don’t agree with Alan Jones’s assessment as 

summarised above and I hold that view for technical reasons 
not for emotive ones.

In conclusion, it is a serious concern to me that Mr Cooper 
thinks that members of the AAS can be labelled as “pro” or 
“anti” anything. Members should have a technical opinion 
based on technical reasons for supporting or opposing a 
particular development. Furthermore, just because they may 
oppose a particular development, that should not then make 

them opposed to all like developments because, as we all 
know, every case depends on its merits. In addition, the fact 
that members oppose a particular development should not then 
brand them as “pro” or “anti”.

Yours faithfully,

Dr Renzo Tonin, FAAS

REFERENCES
[1] 	 E. Pedersen and K. Persson Waye, “Perception and annoyance 

due to wind turbine noise – a dose-response relationship”, 
Journal of the Acoustical Society of America 116(6), 3460-
3470 (2004)

[2] 	 E. Pedersen, F. van den Berg, R. Bakker and J. Bouma, 
“Response to noise from modern wind farms in The Netherlands 
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(2009)

Letter to the Editor

In light of recent allegations of ethical misconduct directed 
at Australian Acoustical Society (AAS) members working 
on Australian wind farm projects, the question posed by the 
technical note would seem timely. Whilst an open discussion 
of this point is worthwhile, unsubstantiated statements such as 
“...it would seem to be more than 10% of the population are 
seriously affected” are not helpful contributions to a debate 
that already suffers from significant misrepresentations.  

In contrast to some other sources of noise, including 
aircraft noise as raised in the technical note, wind farm noise 
assessment in all Australian jurisdictions has clearly defined 
limits applicable to operational noise, including in rural areas. 
A key point of all these policies is that they are not designed to 
prevent annoyance in all cases but to strike a balance between 
the potential advantages of wind energy developments in 
Australia with the potential adverse noise impacts on local 
communities. We consider it essential that any discussion of 
appropriate ethical standards should therefore have due regard 
to this key balancing objective which underpins all noise 
assessment work.  Such discussions should therefore address 
matters such as planning and energy policy and therefore 

require the input of experts outside of the acoustics profession.
It would seem appropriate for the AAS to formally respond 

on this matter, and provide clarification to its membership 
on the matter of ethical conduct in environmental noise 
assessment, recognising the factors raised above. 

 
Timothy Marks (MAAS)

Christophe Delaire (MAAS)
Justin Adcock
Daniel Griffin

Marshall Day Acoustics, Melbourne VIC 3066
melbourne@marshallday.com.au

Response to article by S. Cooper, “Wind farm noise - an ethical dilemma for the Australian Acoustical Society?”, Acoustics Australia 
40(2), 139-142 (2012)
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Letter to the Editor
Kym Burgemeister, Arup, Melbourne, VIC 3000
kym.burg@arup.com

I was disappointed to read Stephen Cooper’s technical 
note asking if the acoustical engineers and consultants 
preparing wind farm noise assessments in Australia are acting 
in accordance with the Australian Acoustical Society’s Code 
of Ethics. It is apparent that Mr Cooper believes that many 
of the acoustical engineers and consultants who undertake 
these assessments are acting unethically on the basis that they 
are relying on ill-informed standards and guidelines and not 
challenging those guidelines or looking beyond them.

I have been fortunate enough to have recently been 
engaged by several government agencies to undertake an 
independent review of the standards and guidelines relating 
to the assessment of wind farm noise. Since I have never 
previously consulted to either the wind farm developers or the 
wind farm opponent groups I was able to approach this work 
from a ‘neutral’ position. The study has allowed me to develop 
an over-arching and contemporary view of the practice of wind 
farm noise assessment in Australia – a view which leads me to 
largely reject Mr Cooper’s accusations.

I agree that there is genuine community concern regarding 
the potential for adverse effects associated with noise from 
wind farm developments, and a great deal of publicity 
regarding wind farm noise, particularly in the popular media. 
Nevertheless, much of the publicity is inaccurate and ill-
informed, and articles such as Mr Cooper’s technical note will, 
at best, only serve to reinforce the public perception that there 
is still significant disagreement amongst ‘acoustic experts’ 
regarding the best ways to measure, predict and assess wind 
farm noise - there is not. At worst, it will be adopted as a ‘key 
reference’ by wind farm development opponents.

In his note, Mr Cooper contrasts the lack of informed 
consideration of the ‘acoustic impact of wind farms’ against 
the apparently more robust acoustic and socio-acoustic studies 
which informed the ‘aircraft noise debate’ following the 
opening of the third runway at Kingsford Smith Airport in 
Sydney. He then provides an account of his own contribution to 
the prediction of aircraft noise, in particular, the identification 
of several ‘errors’ in the common prediction methodology. The 
implication is that consultants are making similar errors in their 
prediction and assessment of wind farm noise, particularly by 
simply adopting international standards, with no ‘localisation’ 
to Australian conditions.

It is fair to say that the assessment methodology and choice 
of assessment criteria for wind farms is not perfect. But, as 
discussed in Isaac Asimov’s enlightening and entertaining 
essay The Relativity of Wrong [1], it is important not to assume 
that ‘that which isn’t perfectly and completely right, is 
totally and equally wrong’. In practice, most of us are able to 
accept that there are no criteria, or guidelines, or assessment 

techniques that are ever perfect. They are always the result 
of compromise and an attempt to balance the impact of noise 
on the amenity of the community against the wider benefits 
that the noise source provides. It therefore must be accepted 
that noise criteria, whether they are for industrial noise, noise 
from pubs, or barking dogs, or even wind farms, could always 
result in some adverse impact, particularly on people who have 
heightened sensitivity to noise.

My view is that consultants in Australia are doing their best 
to provide a reasonable and fair assessment of noise from wind 
farms. Much of this is based on reliable research and technical 
work that has been, and continues to be undertaken overseas by 
Geoff Leventhall, Andrew Bullmore, Dick Bowdler and other 
prominent acoustic engineers [2-7], research that appears to 
have been overlooked by Mr Cooper. 

There are also many consultants and engineers in Australia 
and New Zealand who are undertaking excellent research, 
people like Tom Evans, Jon Cooper, Christophe Delaire and 
Colin Tickell amongst others in Australia, and Michael Smith 
and Stephen Chiles in New Zealand. These engineers are 
exploring new techniques to measure and assess noise from 
wind farms in a fair and equitable way [8-10], for example, 
by exploring ‘bin analysis’ of measured background and wind 
farm noise level [11] rather than the cumbersome ‘regression’ 
analysis which is usually adopted.

Furthermore, the continuing research into the potential 
health effects of wind farm noise is not being ignored; 
rather, the New Zealand Standard is based on a reasonable 
interpretation of the current research, and the New Zealand 
standards technical committee and other experts continue to 
review work such as that by Møller and Pedersen [12] and 
from DELTA [13, 14].

Mr Cooper has also published a peer review of the acoustic 
assessment undertaken for the Flyers Creek Wind Farm [15] 
which demonstrates several fundamental misunderstandings 
and inaccuracies which are also worthwhile examining.

With regard to low-frequency noise, Mr Cooper notes that 
a significant number of papers report low-frequency noise 
impacting on residents where the wind farm ‘give[s] rise to 
frequencies below that of the human ear’ (sic).

His measurements of wind farm indoor and outdoor noise 
levels at residences near the Capital wind farm are claimed 
to show an impact from low-frequency noise from the wind 
turbines. However, only noise levels measured both with the 
wind farm operating in windy conditions and without the 
wind turbines operating, in calm conditions, are presented. 
The necessary case of the wind farm not operating in windy 
conditions is not shown, and would be likely to show low 
frequency noise due to increased environmental noise 

Response to article by S. Cooper, “Wind farm noise - an ethical dilemma for the Australian Acoustical Society?”, Acoustics Australia 
40(2), 139-142 (2012)
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generation. It is accepted that this type of measurement is 
difficult, or impossible to do without the participation of the 
wind farm operator – nevertheless, such a significant omission 
makes the subsequent analysis meaningless.

For example, it seems irrational to suggest that ‘typically 
when the wind farm was generating an electrical output 
[that] the background level increased, and when the wind 
farm reduced generating electrical output the background 
reduced’ infers that the wind farm is solely responsible for the 
background noise, while ignoring the fact that high ambient 
wind conditions, which is a necessary condition for the wind 
turbine to operate, also generates significant noise.

With regards to the internal noise level measurements 
undertaken inside nearby properties, Cooper’s report states 
that ‘no noise associated with the turbines could be detected 
inside the dwelling because the sound pressure levels recorded 
in those bands are below the nominal threshold of hearing’.

There are further anomalies; data in Appendix G of 
the Flyer’s Creek review showing a so-called ‘Pulse Time 
Analysis’ analyses the measured wind farm sound level using 
fast response exponential averaging at 50ms. Yet 125  ms is 
commonly accepted as a time constant representing that of 
human hearing, and the measurements shown in Appendix 
G does not appear to be exponentially averaged. While the 
figure title suggests a 24.4 Hz high-pass filter was applied, the 
measured levels only roll-off below around 5 Hz. Similarly, the 
results shown in Appendix H do not appear to have been high-
pass filtered as suggested in the text.

Finally, he concludes that the measured Capital wind farm 
sound levels exceed various low frequency noise criteria. This 
includes the suggestion that Norm Broner has proposed a low-
frequency noise limit of the dB(A) level + 30 dB ‘where the 
C-weighted value is above 30 dB(A)’ (sic). Actually, Dr Broner 
recommends a ‘desirable’ outdoor Leq limit of 60 dBC, with a 
maximum limit of 65 dB(C) for night-time operation [16]. In 
any case, the wind farm sound levels Mr. Cooper measured near 
the Capital wind farm are below the internationally recognised 
guidance limits of 85 dB(G) and 65 dB(C) [14, 17].

In order to constructively contribute to the wind farm noise 
discussion, it is helpful to examine some of those key aspects 
of wind farm noise measurement and assessment that would 
benefit most from additional research in order to improve the 
way that wind farms are measured and assessed.

Firstly, I agree with Mr Cooper that there is value in 
undertaking psycho-acoustic studies of the impact and 
annoyance of noise from operating wind farms – this was 
recommended by the Senate Enquiry into the Social and 
Economic Impact of Rural Wind Farms [18]. This would 
help to inform the science. This should particularly look at 
understanding the influence of amplitude modulation on the 
audibility and subjective response of wind turbine noise. 
The measurement of background and wind farm noise also 
requires improvement; the current regression techniques are 
quite cumbersome and not particularly transparent. While 
filtering by day, night, season, wind direction or atmospheric 
stability (or some combination of these) usually helps, perhaps 
alternative ‘bin’ type analysis (proposed to be adopted in the 
3rd revision of IEC 61400-11) might prove more appropriate. 

The proposed Good practice guide to wind turbine noise 
assessment currently being developed by the UK IoA is likely 
help to inform the procedure.

The application of penalties for so-called ‘Special Audible 
Characteristics’ (or SACs) to measured noise levels requires 
further refinement – should penalties be applied to individual 
10 minute measurements (and included in the regression, as 
implied in NZS  6808), or applied in bulk to the regression 
curve should a particular threshold of occurrence be exceeded?

We require better definition about when it might be 
appropriate to suggest or apply a more conservative limit (such 
as the High Amenity limit in NZS 6808-2010), and when the 
base limit is reasonable.

We should consider some standardisation of the structure 
of assessment studies and compliance reports, so that the 
community can be assured of some minimum level of 
information.

So, taking guidance from Dr. Asimov who concludes that 
‘theories are not so much wrong, as incomplete’, until the 
outcomes of the research are available, I see no ‘unethical 
behaviour’ in using existing theory and the tools that are 
currently available to assess noise from wind farms.

Yours sincerely,

Dr Kym Burgemeister 
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Letter to the Editor

message from the editor

At the recent AAS conference in Perth we held a discussion 
session on Australian Standards to elicit the view from the 
participants on the direction for the AAS in future dealings with 
Standards Australia. To explain just a little of the background 
– the operating model for Standards Australia has changed 
greatly over the last decade putting more responsibility onto 
the stakeholder bodies to fully canvas all those who may have 
any interest in the standard and put forward a submission 
to Standards Australia for a project. It is then only if that 
submission is accepted as a project that any work can be done 
by the Standards Australia committee to update/correct an 
existing Australian Standard, to replace an outdated Australian 
Standard with a current ISO or similar as a direct text adoption 
with or without any additional comment to relate that document 
to Australian conditions.

A submission prepared by a member under the auspices of 
the AAS has a reasonable chance of being accepted. There is 
however considerable effort to get the documentation together 
so there is a need to prioritise and select those Australian 
Standards that are desperately in need of amendment, updating 
or replacement. The discussion at the conference brought 
forward some proposals of those desperately needing some 
work – for example AS 2107 and AS 1055 were needing 
updating or replacement. If any member would like to suggest 
an Australian Standard that they consider is in desperate need 
of updating or replacing or removing and could be on the 
priority listing for an AAS action then please send me an email:  
m.burgess@adfa.edu.au

Marion Burgess

This is just a short note to say thank you to all the 
lovely people who have been involved with the journal 
this year, in particular the authors and reviewers (we 
would not exist without you!), contributors to the various 
news articles and our advertisers. I believe the journal is 
gaining momentum in its recognition. In the last twelve 
months, there were 287,700 requests for the journal – 
that’s a lot of requests! The next issue (April 2013) will be 
a special issue on Underwater Acoustics. If you would like 

to contribute an article to this special issue, please email 
myself (n.kessissoglou@unsw.edu.au) or Alec Duncan 
(A.J.Duncan@curtin.edu.au) your submission by the end 
of January at the very latest. I take this opportunity to wish 
everyone an enjoyable and relaxing break and a happy 
new year. Let’s hope that 2013 continues to bring much 
attention to our Acoustics Australia journal.

Nicole Kessissoglou

Marion Burgess
School of Engineering and Information Technology, The University of New South Wales, Canberra, ACT 2600

Australian Standards



172 - Vol. 40, No. 3, December 2012                                                                                                        Acoustics Australia

Reduction of Flow Induced AIRFOIL 
Tonal Noise USING LEADING EDGE 
SINUSOIDAL MODIFICATIONS
Kristy Hansen, Richard Kelso and Con Doolan
School of Mechanical Engineering, University of Adelaide, Adelaide, Australia 
kristy.hansen@adelaide.edu.au

INTRODUCTION
The presence of leading edge tubercles gives rise to several 

flow effects which could reduce or eliminate tonal noise. 
For example, the generation of streamwise vortices reduces 
the coherence of the wake [1] and several researchers have 
shown evidence of this streamwise vortex formation [2-4]. 
Furthermore, it has been observed that due to varying locations 
of separation along the span-wise direction, the separation line 
becomes somewhat interrupted [3]. This would also lessen the 
coherence of vortex shedding in the wake. According to Nash et 
al. [5], airfoil tonal noise is associated with the vortex shedding 
process and the von Kármán vortex street is shed with the same 
frequency as the acoustic tone. Suppression of the von Kármán 
vortex street formation and associated reduction of acoustic 
disturbance intensity was discussed by Kuethe [6] in relation 
to vortex generators which generate a similar disturbance to 
the flow as tubercles.

Other methods of tonal noise reduction and/or elimination 
include leading edge serrations and boundary layer trips. The 
acoustic effect of leading edge serrations on a NACA 0012 
airfoil was investigated by Hersch et al. [7]. These researchers 
observed that tones were produced by periodic fluctuating 
forces, acting on the airfoil near the trailing edge as a result 
of forces induced by wake vortex shedding. It was found that 
the serrations caused formation of streamwise vortices on 
the airfoil suction surface whilst simultaneously tripping the 
boundary layer on the pressure surface to turbulence. These 
effects eliminated virtually all tones by changing the wake 
vortex structure from periodic to random. Arndt and Nagel [8] 
made similar observations regarding the considerable reduction 
of tonal noise with leading edge serrations. The effect was 
attributed to vortex generation caused by the presence of the 
serrations, which reduced wake-induced tonal noise. A further 

method of tonal noise elimination summarised by Nash et 
al. [5] is through placement of a boundary layer trip on the 
pressure surface of an airfoil sufficiently far from the trailing 
edge (i.e. less than 80% chord from the leading edge).

The distinct advantage of tubercles is that the tonal 
noise reduction is coupled with aerodynamic benefits such 
as increased maximum lift coefficient and maximum stall 
angle [9]. In addition, tubercles promote more gradual stall 
characteristics as well as increased lift post-stall [10]. Noise 
reduction has been identified as a potential benefit associated 
with tubercles [11] however there have been no previous 
studies of the effect of tubercles on airfoil self-noise. This is 
an important issue, because if aspects of tubercles were to be 
incorporated into new hydrofoil, airfoil and rotor designs, then 
it is important to firstly understand how noise is modified, and 
secondly, to exploit any noise-reduction capability that they 
may have. Airfoil tonal noise has been identified as a potential 
problem for wind turbines, gliders, small aircraft, rotors and 
fans [12, 13]. According to McAlpine et al. [12], tonal noise 
also occurs in underwater applications such as hydrofoils and 
propellers and is quite common on fast yachts and dinghys. 

Tonal noise generation is believed to be initiated by 
Tollmein-Schlichting instabilities in a laminar boundary layer 
[5, 14, 15], which become amplified at the airfoil trailing 
edge [14] or at a point nearby [12]. Many researchers concur 
that a necessary condition for the generation of tonal noise is 
the existence of a self-excited acoustic feedback loop [14-17], 
however, there are various theories as to its nature and position. 
More specifically, some researchers suggest that the noise 
source is at the trailing edge and that the feedback loop exists 
between this point and a critical point upstream in the boundary 
layer [16, 17]. On the other hand, some researchers maintain 
that the acoustic source is in the wake and that the feedback 

Significant tonal noise reduction has been achieved using sinusoidal protuberances, also known as tubercles, on the leading 
edge of a NACA 0021 airfoil for a Reynolds number, Re ~ 120,000. It has also been observed that the overall broadband 
noise is reduced for a considerable range of frequencies surrounding the peak in tonal noise. It is postulated that tonal 
noise elimination is facilitated by the presence of streamwise vortices generated by the tubercles and that the spanwise 
variation in separation location is also an important factor. Both characteristics modify the boundary layer stability, altering 
the frequency of velocity fluctuations in the shear layer near the trailing edge. This affects the coherence of the vortex 
generation downstream of the trailing edge, hence leading to a decrease in trailing edge noise generation. An additional 
effect is the confinement of the suction surface separation bubble to the troughs between tubercles, which may reduce the 
boundary layer receptivity to external acoustic excitation. Investigations have also revealed that the smallest wavelength 
and largest amplitude tubercle configuration have the lowest associated tonal and broadband noise
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loop extends from here to the critical point in the boundary 
layer [14, 15]. 

The aim of this paper is to present the results from an 
experimental investigation into the effects of sinusoidal leading 
edge modifications on airfoil self-noise for a NACA 0021 airfoil 
at low-to-moderate Reynolds numbers. The ability of tubercles 
to eliminate tonal noise is demonstrated for both a closed 
section wind tunnel and an anechoic wind tunnel. A further aim 
of this paper is to investigate the relationship between the tonal 
noise frequency and the separation characteristics in order to 
shed light on the mechanism of airfoil tonal noise generation.  

EXPERIMENTAL METHODS

Airfoil Design
Tubercle configurations were incorporated into a 

NACA 0021 airfoil profile and a baseline airfoil was 
manufactured for comparison. Airfoils were machined from 
aluminium and all airfoils have a chord of c = 70mm and span of 
s = 495mm, giving a plan-form area of S = 0.035m2. The limited 
width of the anechoic wind tunnel, restricted the span to 
s = 275mm, giving a corresponding plan-form area, S = 
0.019m2. Sinusoidal tubercle configurations are summarised 
in Table 1 and the dimensions are illustrated in Fig. 1.

Table 1. Tubercle configurations and adopted terminology

Configuration Label A/λ Ratio
0021 unmodified 0021 unmod -
A = 2mm (0.03c)

λ = 7.5mm (0.11c) A2λ7.5 0.27

A = 4mm (0.06c)
λ = 7.5mm (0.11c) A4λ7.5 0.53

A = 4mm (0.06c)
λ = 15mm (0.21c) A4λ15 0.27

A = 4mm (0.06c)
λ = 30mm (0.43c) A4λ30 0.13

A = 4mm (0.06c)
λ = 60mm (0.86c) A4λ60 0.07

A = 8mm (0.11c)
λ = 30mm (0.43c) A8λ30 0.27

Figure 1. Section view of airfoil with tubercles (a) 3D view, (b) Plan 
view with characteristic dimensions

Acoustic and Pressure Tapping Measurements
Acoustic and pressure tapping measurements were 

carried out using a low-speed wind tunnel at the University 
of Adelaide, which has a 0.5m square cross-section and a 
turbulence intensity of TI ~ 0.8%. The working section shown 
in Fig. 2 was bolted to the exit of the wind tunnel and the top 
of the airfoil was located very close (3mm) to the ceiling of the 
duct to minimise three-dimensional effects. The free-stream 
velocity was measured using a Pitot tube and the Reynolds 
number was Re = 120,000, based on the free-stream velocity of 
U∞ = 25m/s and airfoil chord length of c = 70mm. The working 
section did not have any form of acoustic treatment. 

For the acoustic measurements, the microphones were 
arranged according to Fig. 2 and were fixed in the same 
positions for all experiments. In the case of the pressure 
measurements, static pressure ports were incorporated into both 
the unmodified and modified airfoils at the positions shown in 
Fig. 3 to observe the surface pressures. The small thickness of 
the airfoils increased the complexity of incorporating pressure 
taps into the existing models. Hence, it was decided that it 
would be more feasible to manufacture airfoils using a casting 
technique whereby the pressure taps could be moulded into the 
design during fabrication.

Figure 2. Working section and microphone positions

Figure 3. Pressure tap locations for unmodified airfoils

Pressures at the airfoil surface were received by a Scanivalve 
mechanical pressure multiplexer, model number: 48D3-1404A 
which was connected to a controller. The output from the 
Scanivalve was received by a Baratron pressure transducer. The 
system was controlled using a Labview program which was 
written to interface with a data logger. A time delay of 5s was 
included to allow the pressure to stabilise at a given location 
before the commencement of data acquisition. Measurement 
duration was 30s, which was followed by another time delay 
of 5s to eliminate the uncertainties caused by advancement of 
the Scanivalve to the next position.

(a) (b)
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Further acoustic results were obtained using the anechoic 
wind tunnel (AWT) at the University of Adelaide, which has a 
room size of approximately 2m3 and walls acoustically treated 
with foam wedges. The contraction outlet has dimensions 
of 75mm (height) and 275mm (width). End-plates were 
manufactured for the model to reduce three-dimensional effects 
and a circular cut-out section with a ‘running fit’ tolerance 
allowed the angle of attack to be adjusted as shown in Fig. 4. 

The Reynolds number was Re = 120,000, based on the free-
stream velocity of U∞ = 25m/s and airfoil chord length. At this 
freestream velocity, the corresponding turbulence intensity is 
TI ~ 0.4%. For these measurements, a single microphone was 
positioned at a height of 650mm above the airfoil trailing edge 
and 50mm posterior to the trailing edge.

Figure 4. Mount for anechoic wind tunnel

RESULTS AND DISCUSSION

Acoustic Measurements in Hard-Walled Wind Tunnel (HWT)
Tonal noise measurements were initially conducted in the 

hard-walled wind tunnel (HWT) since it was observed that 
there was an audible difference in tonal noise between models 
with and without tubercles. Hence, it could be argued that the 
difference in noise levels was large enough to be measured. The 
influence of the duct on tonal noise propagation was monitored 
through comparing the results from two microphones positioned 
at different streamwise locations. Measurement of the duct 
modes was not considered pertinent to the investigation because 
the leading edge tubercles did not change the reflecting surface 
of the airfoil significantly. Therefore, significant differences in 
tonal noise for airfoils with and without tubercles were attributed 
to altered flow characteristics associated with the presence of 
tubercles. Nevertheless, it should be noted that the absolute 
values presented in Fig.5 are affected by the highly reverberant 
nature of the duct and that the relative difference in SPL between 
the tonal peaks and the broadband noise is more meaningful.

At each angle of attack from α = 1° to α = 8°, the unmodified 
NACA 0021 airfoil generates tonal noise as shown in Fig. 5(a) 
and (b). According to McAlpine et al. [12], tonal noise would 
not occur if transition to turbulence occurred sufficiently far 
from the airfoil trailing edge, which is a possible explanation 
for the absence of tones for α > 8°.

Results are shown for both microphones and it can be seen 
that the sound pressure level (SPL) at the duct exit is higher due to 
the transmission loss associated with the acrylic window. There 
are some slight variations in the two sets of results which can be 
attributed to the variation in sound directivity with frequency.

Figure 5. Sound pressure level (SPL) against frequency, f, for NACA 
0021 at angle of attack, α = 1°-8°, Re = 120,000 (a) microphone at 
window, (b) microphone at exit

The results shown in Fig. 6(a) indicate that for airfoils with 
tubercles, there is a substantial reduction in SPL and that in 
general, the Strouhal number of the tonal noise is higher for 
airfoils with tubercles as evident in Fig. 6(b). The Strouhal 
number, St is defined according to Eq. (1)

St =
f c
U∞	 (1)

where f is the frequency of tone, c is the airfoil chord and U∞ is 
the freestream velocity.
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Figure 6. Results at microphone nearest window for NACA 0021 airfoils with tubercles at 1° ≤ α ≤ 8°. (a) Sound pressure level (SPL) against angle 
of attack, α and (b) Strouhal number against angle of attack, α

(a) (b)

The largest amplitude tubercles, A8λ30, and the smallest 
wavelength case, A4λ7.5, both of which have relatively 
large A/λ ratios are not included in the plots since they did 
not generate any detectable tonal noise. For the tubercle 
configurations shown in Fig. 6, the smallest wavelength case 
(A2λ7.5) has the highest Strouhal number and lowest SPL 
amplitude at the two angles of attack at which it produces 
tonal noise. The largest wavelength tubercle case (A4λ60) 
generates the tones at the lowest Strouhal number and for a 
greater number of attack angles and a higher SPL compared to 
the other airfoils. Note that the results in Fig. 6 were obtained 
by subtracting the broadband SPL for the corresponding angle 

of attack and frequency. In addition, only the largest amplitude 
tone was considered and thus secondary tones were not plotted. 

Acoustic Measurements in Anechoic Wind Tunnel (AWT)
Referring to Fig. 7(b-g), it can be seen that all tubercle 

configurations experience significantly reduced SPL at the 
tonal frequency and in most cases the tonal noise is eliminated 
altogether. Consistent with the results in the HWT, the most 
successful tubercle configurations for tonal noise elimination 
are those with a larger value of A/λ ratio as shown in Fig. 7(b), 
(c), (d) and (g). 

Figure 7. SPL against frequency measured in anechoic wind tunnel (AWT) for (a) unmodified 0021 (b) A2λ7.5 (c) A4λ7.5 (d) A4λ15 (e) A4λ30 (f) A4λ60 
(g) A8λ30, Re = 120,000
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Also, the largest amplitude tone for the unmodified airfoil 
occurs at α = 5º, which can be seen in Fig. 7(a) and is in 
agreement with the results discussed earlier for the HWT. 
However, the tonal frequency at this angle of attack is slightly 
higher in the AWT (2125Hz compared with 1675Hz in the 
HWT). This is an interesting discrepancy which highlights the 
sensitivity of the tonal noise generating mechanism to changes 
in experimental parameters, even after standard corrections 
have been applied to account for the downwash and flow 
curvature of the airflow around the model associated with the 
finite size of the open jet [18]. Another difference between the 
sets of results is that tonal noise appears over a much wider 
range of angles when testing in the HWT. A result that was not 
observable using the HWT is a small reduction in broadband 
noise, which occurs between 1500 and 2500Hz for all airfoils 
with tubercles. A higher broadband component appears to be 
directly related to the presence of the tones for the unmodified 
airfoil.   

Pressure tapping results
The pressure coefficient, Cp, is plotted as a function of the 

normalised chordwise position for the NACA 0021 unmodified 
airfoil and the A8λ30 tubercle configuration in Fig 8. 
Experimental measurements are compared to values obtained 
using the XFOIL code [19].

The existence of a separation bubble is reflected in Fig. 8 
for both the experimental and XFOIL data at α = 5° and is 
identified as the section of the suction curve where the pressure 
gradient starts to decrease, almost reaching a value of zero. 
After the separation bubble, the pressure gradient increases 
rapidly and then reaches the value which would be predicted 
in the absence of the separation bubble. The difference 
between the results for the unmodified airfoil and the airfoil 
with tubercles is that the separation bubble is localised to the 
troughs in the latter case rather than extending over the entire 
span as shown in Fig. 8(b). This is a possible explanation for 
the absence of tonal noise for airfoils with tubercles.
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Figure 8. Normalised pressure distribution plots for (a) unmodified airfoil and (b) airfoil with A8λ30 tubercle configuration at α = 5°, where 
symbols are chosen as follows: “●” suction surface “○” pressure surface, Re = 120,000.

CONCLUSIONS
Incorporating tubercles into the leading edge of an airfoil 

facilitates the reduction and potential elimination of tonal noise 
for a NACA 0021 airfoil. In addition, the broadband noise is 
significantly reduced for a range of frequencies adjacent to the 
tonal peak. It is believed that the mechanism responsible involves 
the generation of streamwise vortices as well as the spanwise 
variation in separation location. Both effects alter the boundary 
layer stability characteristics, influencing the coherence of the 
vortices downstream from the trailing edge, hence reducing 
trailing edge noise generation. Also, confinement of separation 
bubbles to the troughs between tubercles reduces boundary 
layer receptivity to external acoustic excitation. Consequently, 
the potential for development of a feedback loop is minimised, 
which is another explanation for the significant reduction or 
absence of tonal noise for airfoils with tubercles. 
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MODELLING OF PILE DRIVING NOISE BY
MEANS OF WAVENUMBER INTEGRATION
Tristan Lippert and Stephan Lippert
Institute of Modelling and Computation, Hamburg University of Technology, Germany
tristan.lippert@tuhh.de

A method for the acoustic simulation of pile driving is presented using the wavenumber integration (WI) approach, in combination with a
recently suggested array of point sources, to represent the pile. The fundamentals of the WI are briefly discussed, as are the main acoustic
characteristics of pile driving. A reference finite element model is set up to demonstrate these main features and is further compared to a
literature example, to ensure its validity. Subsequently, the obtained results are compared to the solutions from WI simulations on the same
example. The results are found to be in excellent qualitative agreement, therefore the WI technique seems to be very promising with respect
to the acoustic long range prediction in pile driving.

INTRODUCTION
The development and deployment of renewable energy

sources is one of the major tasks of our days, since the long
term shortage of fossil combustion materials becomes more
and more obvious, while the global energy demand continues
to rise. To meet this challenge the German government
has declared the aim to produce 80% of its total energy
consumption from sustainable sources in 2050, with offshore
wind energy playing a decisive role [1].

However, one of the major drawbacks of this technology
is the possible negative effect on marine wild life during
construction. With pile driving being the state of the art
foundation for most wind farms, pulses with source sound
pressure levels (SPLs) of up to 250dB1 are produced with
each hammer strike. This is likely to cause temporary or even
permanent threshold shifts (TTS/PTS) for marine mammals,
such as the harbor porpoise, who use their sense of hearing
as their primary means of orientation and communication [2].
To protect these endangered species, German authorities have
decreed threshold values of 160dB for the sound exposure level
(SEL) and 190dB for the peak SPL at a distance of 750m
from the pile [3]. To comply with these regulations, sound
mitigation measures, such as, bubble curtains or cofferdams,
need to be applied. For their design a detailed, numerical model
of the pile driving process is needed, both for the assessment of
the acoustic impact of planned future wind farms, as well as
for the apriority optimization of sound insulation measures to
minimize offshore testing time and costs.

Furthermore, apart from offshore wind farms, pile driving
takes on a key role in most near shore construction activities,
as for example the building of bridges, with comparable
possible harm to the environment, see for example Stadler and
Woodbury [4].

The relatively large dimensions of several kilometers, in
combination with the frequency range of interest stretching
up to several kilohertz, make a straight forward, discrete
modelling, for example by means of the finite element method
(FEM) impractical. Therefore a combined approach of a
discrete FE-model that models the complex processes near the

1All dB values are referenced to 1 µPascal.

pile with a propagation model that efficiently computes results
far from the pile under certain simplifications is desirable.

The present paper focuses on the latter subject, with the
wavenumber integration (WI) technique as the propagation
method. In this work the basic idea of this method illustrated
and the implemented algorithms are briefly discussed. A
reference FE-model, that is subsequently explained, is set up
and qualitatively compared to results from WI simulations and
literature values. Finally, a conclusion and an outlook on
planned model extensions are given.

WAVENUMBER INTEGRATION
The simulation of sound propagation in the ocean over

long distances via discrete methods is limited by the size of
the resulting system of equations. Therefore, a number of
alternative schemes have been developed, each involving a
number of simplifications, such as normal modes, parabolic
equation modelling, wavenumber integration, or ray tracing.
For an overview and introduction to each of these schemes, see
Jensen et al. [5].

In the present work an investigation by wavenumber
integration is used, following Schmidt and Tango [6].
Assuming a two-dimensional, rotational symmetric, stratified
(i.e. range-independent) model environment, where sources
can only exist on a vertical axis through the origin, the
Helmholtz equation reduces to

[

∂ 2

∂ r2 +
∂ 2

∂ z2
+ k2(z)

]

φ(r,z) = Sω δ (r)δ (z− zs) (1)

where k is the medium wavenumber, φ is the potential to be
solved for, Sω is the source strength, δ (x) is the Dirac function,
and zs is the source depth. The solution of equation (1) can
be decomposed into conical wavefronts around the z-axis by
means of the forward Hankel transform, from the transform pair

f (r,z) =
∫ ∞

0
F(kr,z)J0(krr)kr dkr (2a)

F(kr,z) =
∫ ∞

0
f (r,z)J0(krr)r dr (2b)
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up to several kilohertz, make a straight forward, discrete
modelling, for example by means of the finite element method
(FEM) impractical. Therefore a combined approach of a
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pile with a propagation model that efficiently computes results
far from the pile under certain simplifications is desirable.

The present paper focuses on the latter subject, with the
wavenumber integration (WI) technique as the propagation
method. In this work the basic idea of this method illustrated
and the implemented algorithms are briefly discussed. A
reference FE-model, that is subsequently explained, is set up
and qualitatively compared to results from WI simulations and
literature values. Finally, a conclusion and an outlook on
planned model extensions are given.

WAVENUMBER INTEGRATION
The simulation of sound propagation in the ocean over

long distances via discrete methods is limited by the size of
the resulting system of equations. Therefore, a number of
alternative schemes have been developed, each involving a
number of simplifications, such as normal modes, parabolic
equation modelling, wavenumber integration, or ray tracing.
For an overview and introduction to each of these schemes, see
Jensen et al. [5].

In the present work an investigation by wavenumber
integration is used, following Schmidt and Tango [6].
Assuming a two-dimensional, rotational symmetric, stratified
(i.e. range-independent) model environment, where sources
can only exist on a vertical axis through the origin, the
Helmholtz equation reduces to

[

∂ 2

∂ r2 +
∂ 2

∂ z2
+ k2(z)

]

φ(r,z) = Sω δ (r)δ (z− zs) (1)

where k is the medium wavenumber, φ is the potential to be
solved for, Sω is the source strength, δ (x) is the Dirac function,
and zs is the source depth. The solution of equation (1) can
be decomposed into conical wavefronts around the z-axis by
means of the forward Hankel transform, from the transform pair

f (r,z) =
∫ ∞

0
F(kr,z)J0(krr)kr dkr (2a)

F(kr,z) =
∫ ∞

0
f (r,z)J0(krr)r dr (2b)

where kr is the horizontal wavenumber, which can be
interpreted as the factor, that determines the inclination of each
conical wavefront. The Bessel function J0 can be expressed by
the two Hankel functionsH1,2

0 by the relation J0 =
1
2
[

H1
0 +H

2
0
]

,
i.e. identically inclined cones that travel in opposite directions.
Thus, the so called depth-separated wave equation is obtained
by
[

∂ 2

∂ z2
+
(

k2 − k2
r
)

]

φ(kr,z) =
Sω
2π

δ (z− zs) (3)

Assuming a purely fluid stratification for a layered waveguide,
the solution of equation (3) in each layer m, consists of a
particular solution φ̂m, if a source is present in the layer, and the
homogeneous solution of an upward and a downward travelling
wave φ+

m and φ−
m , yielding

φm(kr,z) = φ̂m(kr,z)+A+m(kr)φ+
m (kr,z)+A

−
m(kr)φ−

m (kr,z) (4)

The 2m unknown coefficients A+,−
m have to be determined over

the 2(m−1) continuity conditions for the vertical displacement
and the pressure at the (m− 1) interfaces between the layers
and two boundary conditions, for example a pressure release
boundary at the air water interface and an infinite halfspace for
the bottom. Analytical solutions for all unknown amplitudes
can be found for layers with constant or quadratically varying
sound speed profiles, see for example Schmidt [7].

The so-called depth-dependent Green’s function g(kr,z)
between a source and a receiver can subsequently be obtained
by converting the potential φm(kr,z) to the physical quantity of
interest (e.g. the vertical displacement is defined as w= ∂φ

∂ z ). To
compute the resulting wave field, g(kr,z) has to be transformed
back from the wavenumber domain to the frequency domain, by
means of the backward Hankel transformation, which is given
in equation (2).

To automatically obtain frequency results by means of
the wavenumber integration approach, e.g. to implement it
numerically, some alterations to the described procedure are
needed. At first, the infinite integration limit in equation (2)
has to be replaced by a finite maximum value kr,max and a
horizontal wavenumber discretization ∆kr has to be chosen.
Hence, it is crucial to choose kr,max large enough to account
for all values of g(kr,z) that have a meaningful contribution
to the integral and to ensure that the wavenumber resolution
∆kr is high enough to avoid aliasing and wrap-around effects
in the transformation. For further treatment of numerical
transformation requirements, see for example Oppenheim and
Schafer [8].

In the present model, the depth-separated Helmholtz
equation (3) is solved by means of the direct global matrix
approach suggested by Schmidt and Tango [6]. The algorithm
implements an efficient, unconditionally stable solution of
the boundary value problem for the pressure p and the
displacement w, using an approach resembling finite element
discretization of the waveguide in depth. The amplitudes A+,−

m
in each layer m are computed for each discrete horizontal
wavenumber kr,n, with n = 1 ... kr,max∆kr , what in turn yields the
desired, discrete depth-dependent Green’s function g(kr,n,z) at
all specified receiver depths.

The backward Hankel transformation given in equation (2)
is numerically carried out with the help of the so-called fast
field approximation (often called fast field program or FFP)
suggested by Di Napoli and Deavenport [9]. The approximation
is based on the neglection of outgoing waves, i.e. setting the
Hankel function H2

0 ≡ 0 in the representation of the Bessel
function. Additionally, the remaining Hankel function H1

0 is
replaced by its large argument representation, see for example
Abramowitz and Stegun [10]. This yields

J0 =
1
2

[

H1
0 +��H

2
0

]

≈

√

2
πkrr

ei[krr−(m+ 1
2 )

π
2 ] for krr≫ 1 (5)

Disregarding the incoming wavefronts is only effecting the
wave field close to the source, as is the large argument
approximation of kr r which is already valid for almost all
propagation angles at a relatively short distance from the
source. The resulting wave field is therefore physically
unmeaningful at short ranges r and extremely steep propagation
angles, i.e. very small values of kr. However, steep
propagation paths will be damped out rather quickly, due
to the multiple reflections at the interfaces and not yield a
significant contribution for large values of r and, by definition,
the propagation model is used to determine the field at relative
large source receiver separations. Hence the use of the fast field
approximation is justified in this context.

The main benefit is that the full Hankel transformation,
as given in equation (2), reduces to a Fourier transform, as
in the FFP representation in equation (5) such that only one
exponential function of the argument kr r, multiplied by a
constant is left. By doing so, existing, numerically very
efficient algorithms can be used for the evaluation of equation
(2).

Finally, to better compare the frequency domain results
obtained by wavenumber integration with the time domain
results from the FE-model, an inverse Fourier transformation
is carried out. The convolution of the source signal with
the impulse response of the receiver thus reduces to a simple
multiplication of the source spectrum Sω with the Green’s
function gω , and is given by

p(r,z, t) =
∫ ∞

−∞
Sω gω(r,z)e−iωtdω (6)

For an extensive treatment of time domain transformations and
the according requirements see Oppenheim and Schafer [8].

A tangible illustration of the presented theory of
wavenumber integration can be found in figure 1, where it is
applied to a simple Pekeris waveguide. As can be seen in figure
1(a), a source is placed in the middle of a fluid layer with a
thickness of 100m, which is enclosed by an upper pressure
release boundary, i.e. p(r ,z= 0) ≡ 0, and a lower, infinite
halfspace of a fluid with higher density and sound speed. In
figure 1(b), the solution to equation (4) given by equation (3)
is plotted for the receiver depth zR = 30m for all values of
the horizontal wavenumber kr,n, at an exemplary frequency
of f = 100Hz. Applying the forward Hankel transformation
given in equation (2) to this wavenumber spectrum yields
the pressure p( f ,rR,zR). Upon repetition for all frequencies
of interest, the frequency response shown in figure 1(c) is
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obtained. Convoluting this response with a certain source
output signal, here a single sine wavelet, by means of the
inverse Fourier transformation given in equation (6), the time
series of the receiver p(t,rR,zR) is generated. Now the arrival
of the direct wave, the first inverse reflection from the pressure
release boundary and further reflections can be distinguished,
for a full contour plot of the problem see, for example, Lippert
et al. [11].

REFERENCE FE-SIMULATION
In this section a basic finite element-model (FE model) is set

up to model the acoustics of pile driving. The obtained results
are qualitatively compared to an earlier publication of Reinhall
and Dahl [12] and used to verify the results obtained with the
wavenumber integration.

Simplifying, the model is set up as two-dimensional and
axis symetric, assuming a perfectly centered hammer strike.
Roughly assuming North Sea offshore conditions, the pile has a
total length of 65m, whereof 20m are standing in the seafloor,
40m are surrounded by water, and 5m protrude from the
sea surface. It has a diameter of 3.5m and a wall thickness
of 80mm. Both the sea bottom and the water column are
modeled as fluids, assuming a density of ρw = 1000kg/m3

and a sound speed of cw = 1450m/s for the water phase.
The bottom is assumed to be a sandy fluid with a density
of ρb = 2034kg/m3 and a sound speed of cb = 1836m/s,
taken from Hamilton [13]. Additionally, the pile itself is fixed
with spring-damper elements, to account for the fact that the
vast majority of the strike energy is mechanically absorbed
by the intrusion of the pile into the seabed. This somewhat
coarse approximation to the real interaction between pile and
soil, and the error resulting from it, is accepted, as the results
are only to be compared qualitatively. The sea surface is
assumed to be a perfect reflector, due to the large difference
in impedance between air and water, as is the surface of the
protruding part of the pile. The outer boundaries of the model
are enclosed by non-reflecting boundary conditions to avoid
artificial reflections, thus modelling the surroundings as an
infinite layer above an infinite half space. The hammer strike is
modelled via a pressure boundary condition. The time-pressure
distribution is derived from a simple analytical approach,
modelling the pile as a damper with a pile characteristic
impedance, acted upon by an accelerated hammer mass, as
analytically derived by Deeks and Randolph [14].

The results of three different time steps are depicted in
figure 2, where the distinct inclined wavefronts, typical to
pile driving can be identified. As shown by Reinhall and
Dahl [12] this main contribution of the high sound pressure
levels, encountered in acoustic pile driving measurements, can
be explained by the occurrence of Mach waves. Typically,
Mach waves are associated with jets flying at supersonic speed.
Assuming the jet to be an idealized point source, the emitted
wavefronts, start to overlap and superimpose each other as the
speed of the source is higher than the radiation velocity of the
pressure waves (p-waves). The result is a so-called Mach cone,
which basically is a high energetic, conical wavefront.

The acoustic radiation from pile driving follows a similar
pattern. The hammer strike induces a longitudinal or pressure
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Figure 1. Graphic representation of a time series computation with
wavenumber integration

wave that travels along down the pile, which in turn triggers
a so-called quasi-longitudinal displacement wave. This wave
type occurs due to the fact that in solid media, each longitudinal
deformation is also coupled to transverse deformation via
Poisson’s ratio ν , quasi-longitudinal means that the wave is
propagating in the longitudinal direction in principle, but with
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are only to be compared qualitatively. The sea surface is
assumed to be a perfect reflector, due to the large difference
in impedance between air and water, as is the surface of the
protruding part of the pile. The outer boundaries of the model
are enclosed by non-reflecting boundary conditions to avoid
artificial reflections, thus modelling the surroundings as an
infinite layer above an infinite half space. The hammer strike is
modelled via a pressure boundary condition. The time-pressure
distribution is derived from a simple analytical approach,
modelling the pile as a damper with a pile characteristic
impedance, acted upon by an accelerated hammer mass, as
analytically derived by Deeks and Randolph [14].

The results of three different time steps are depicted in
figure 2, where the distinct inclined wavefronts, typical to
pile driving can be identified. As shown by Reinhall and
Dahl [12] this main contribution of the high sound pressure
levels, encountered in acoustic pile driving measurements, can
be explained by the occurrence of Mach waves. Typically,
Mach waves are associated with jets flying at supersonic speed.
Assuming the jet to be an idealized point source, the emitted
wavefronts, start to overlap and superimpose each other as the
speed of the source is higher than the radiation velocity of the
pressure waves (p-waves). The result is a so-called Mach cone,
which basically is a high energetic, conical wavefront.

The acoustic radiation from pile driving follows a similar
pattern. The hammer strike induces a longitudinal or pressure
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Figure 1. Graphic representation of a time series computation with
wavenumber integration

wave that travels along down the pile, which in turn triggers
a so-called quasi-longitudinal displacement wave. This wave
type occurs due to the fact that in solid media, each longitudinal
deformation is also coupled to transverse deformation via
Poisson’s ratio ν , quasi-longitudinal means that the wave is
propagating in the longitudinal direction in principle, but with

a transverse component also. In relative slender structures,
such as the hollow cylinder regarded here, this transverse
deformation component can partly be found to be a surface
wave. Additionally, a plate or a rod, for example, have a
lower stiffness than an infinite medium consisting of the same
material, therefore the propagation speed of an impulse lies
below the nominal value, see for example Herbst [15]. As
the displacement itself is relatively small, it can be assumed
to be a point source. If the the pile is simplified as a rod,
the propagation velocity of the quasi-longitudinal wave can
be determined as cql =

√

E/ρ , which, depending on the steel
used, yields values of approximately cql ≈ 5000m/s. Hence,
the analogy to the above mentioned jet example becomes clear,
relative to the propagation velocities of the p-waves in the
surrounding fluids, the point source is always travelling at
supersonic speed, thus producing Mach cones in the same way
as described above.

In figure 2, normalized acoustic pressure contours for three
exemplary time steps after the hammer impact are depicted.
In figure 2(a) the impulse has travelled solely in the water
column, developing a clearly identifiable inclined wavefront,
e.g. a 2D-slice cut from a Mach cone. The inclination of the
wavefront follows directly from the ratio of the propagation
velecity of the impulse in the pile cql and the sound speed
in the surrounding fluid c f luid . In this case, the inclination
follows as φw = arcsin(cw/cs) ≈ 16deg. In figure 2(b) the
pulse has passed the interface between the two media and is
running in the bottom, the according inclination below the
mudline is φb = arcsin(cb/cs) ≈ 20deg. The broadening of
the resulting wavefront can partly be explained by the higher
sound speed cb in the bottom. In the last figure 2(c) the pulse
has reached the lower end of the pile, has been reflected and
is now travelling towards the top again. Here one can see
that the pressure impulse is subject to a phase shift of 180 deg
when it is reflected, due to the drop in impedance between
the two media. The less pronounced wavefronts in the bottom
are probably partly caused by sound energy leaking from the
inner fluid and the inversion of the pulse at the very end of the
pile. Additionally imperfections at the nominally non-reflecting
boundaries of the model seem to be an issue, as for example
discussed by Deeks and Randolph [16].

WAVENUMBER INTEGRATION
FOR PILE DRIVING ACOUSTICS

In this section the results produced in the previous section
are reproduced with a propagation method, to allow for
predictions at large distances from the pile. Based on the
exemplified characteristics, Reinhall and Dahl [12] propose
a method to model the sound radiation from pile driving by
means of a phased point source array. The single contributions
from each frequency is determined by means of parabolic
equation (PE) modelling. In this contribution, their approach of
a point source array is realized with the wavenumber integration
technique, described earlier.

The basic idea of the suggested approach is to reproduce
the identified Mach waves, by a number of point sources along
the pile axis with a fixed spacing. The emitted signal from
each of the n = 1...N point sources starts with a time delay of
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Figure 2. Pressure field contours from the FE model after hammer
impact (normalized)

∆tn= zs,n/cql , resulting from the fact that the quasi-longitudinal
impulse travels down the pile with a propagation velocity of cql ,
which in turn means that at the source position zs,n no signal
will be emitted before t = ∆tn.

The emitted signal from each point source is determined as
a single sine wavelet with a frequency of fs = 300Hz, which
is found to be a good approximation for the first wavefront
radiated from the pile in the FE simulations. The pile is
represented by 13 point sources distributed between the sea
surface and the end of the pile, with a spacing of ∆zs = 5m. All
respective model or material parameters are identical to those
described above. The normalized results of the WI simulation
are depicted in figure 3.

Before discussion and comparison of the results, some
preliminary remarks need to be made. As mentioned above,
only the first wavefront is accounted for, hence the noise
occurring behind this wavefront cannot be related to the
secondary emissions from the FE-results. Also, the region
very close to the pile, i.e. the first few metres, are physically
unmeaningful, due to the far field approximation discussed
earlier. Finally, the relatively wide spacing of the sources leads
to somewhat inhomogeneous wavefronts at short distances
from the sources, due to the strong curvature. But as the WI
is generally used to evaluate the field at some distance from the
pile, this problem becomes insignificant, as can be seen from
the results. In contrast to its described common application, the
WI is subsequently used only in the same range as the FEM to
compare the results.

Comparing the simulations, with these reservations, the
high consistency of the results becomes obvious. In figure 3(a)
the impulse is travelling solely in the water column, while it
has reached the end of the pile in figure 3(b). The distinct
inclinations of the Mach waves in both media are the same for
the FE- and the WI-model, as is the broadening effect of the
wavefront in the lower halfspace. In figure 3(c) the impulse
has been reflected at the end of the pile and travelling upwards
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Figure 3. Pressure field contours from the WI-model after hammer
impact (normalized)

again, with the expected reversed phase.
It can be seen that developing wavefronts become smooth

after approximately 10m. Also, as was the case in the
simulations above, the wavefront in the bottom is not as
pronounced as it is in the water phase. However, the degree
of disfiguration is clearly lower, resulting mainly from the last
point source at the pile, which hints to a problem with the
non-reflecting boundaries in the FE-model.

Concluding, it can be said that the main characteristics of
acoustic pile driving radiation, with the presented WI approach,
can be qualitatively reproduced. This could be achieved by
means of a relatively simple modelling approach. Therefore,
a further enhanced wavenumber integration model is believed
to show great promise in the context of acoustic long range
predictions of SPLs from pile driving.

CONCLUSIONS AND PROSPECTS
A qualitative modelling of pile driving noise with the help

of wavenumber integration is presented and its fundamentals
are briefly discussed. To be able to verify the obtained results,
an FE model is set up and, first, checked against simulations
of Reinhall and Dahl, who identified the main characteristics
in pile driving acoustics to be the occurrence of Mach cones.
Then, an approach to model the same radiation with the help of
parabolic equation modelling, put forward by the same authors,
is carried out using wavenumber integration. The qualitative
results of the FE and the WI model are compared and found to
be in excellent agreement.

As the next step, the comparison of the results on a
quantitative basis is planned. After this verification, a validation
against extensive planned offshore measurements is envisaged.
Therefore, the model is supposed to incorporate both rough
boundaries and ambient noise, to account for the actual sea state
and weather conditions during the measurements.
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Concluding, it can be said that the main characteristics of
acoustic pile driving radiation, with the presented WI approach,
can be qualitatively reproduced. This could be achieved by
means of a relatively simple modelling approach. Therefore,
a further enhanced wavenumber integration model is believed
to show great promise in the context of acoustic long range
predictions of SPLs from pile driving.
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are briefly discussed. To be able to verify the obtained results,
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in pile driving acoustics to be the occurrence of Mach cones.
Then, an approach to model the same radiation with the help of
parabolic equation modelling, put forward by the same authors,
is carried out using wavenumber integration. The qualitative
results of the FE and the WI model are compared and found to
be in excellent agreement.

As the next step, the comparison of the results on a
quantitative basis is planned. After this verification, a validation
against extensive planned offshore measurements is envisaged.
Therefore, the model is supposed to incorporate both rough
boundaries and ambient noise, to account for the actual sea state
and weather conditions during the measurements.
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INTRODUCTION
There are many examples of thin-walled, inflated shells 

in our lives – think of airbags, basketballs, tyres, eyeballs, 
soap bubbles and balloons. These objects may be toroidal, 
spherical, or some more generalised ovoidal shape, but they 
all have three features in common: a pressure difference across 
the skin; a thin, tensioned membrane; and a doubly curved 
interface surface. This means that for all of these systems, a 
common set of fundamental equations of motion will form the 
basis of a derivation of the vibration modes. Hence, once an 
analytical solution to the vibration of one of these systems (e.g. 
soap bubbles) has been obtained, theory can be extrapolated to 
aid in describing another of these systems (e.g. balloons). This 
is the approach taken in this paper to investigate the vibrations 
of balloons.

The wider context of this research is the dynamic modelling 
of high-altitude tethered balloons, which have attracted interest 
recently due to their potential uses in mobile communications, 
meteorology, energy harvesting and climate engineering. 
Recent papers on the dynamics of high-altitude tethered 
balloons [1-4] treat the balloon as a rigid body. The spherical 
or streamlined shape of the balloon affects the lift and drag 
forces, but it is assumed that the forcing from the tether does 
not result in balloon deformations. However, when the authors 
observed a 1m-diameter meteorological balloon tethered at 
15m, a strong vibration coupling between axial excitation 
of the tether and ovalling deformations of the balloon was 
seen. This suggests that higher-order modes can be excited on 
tethered balloons.

In this paper, the balloon is assumed to have a spherical 
shape. This is the simplest balloon shape, and is a good 
approximation to the shape of meteorological balloons and 
small-scale high-altitude balloons. Streamlined aerostats that 
exhibit weather-vaning behaviour, and the pumpkin-shaped 
envelopes that are designed to reduce hoop stresses in large 
high-altitude balloons are considered beyond the scope of this 
paper.

A literature search on balloon vibrations revealed that no 
mathematical model had been specifically derived for balloons, 
so our attention turned to other inflated shells. Analogous 
studies of the vibration modes of thin-walled spherical shells 
were found, including those with application to inflatable 

cushions [5], pneumatic tires [6], eyeballs [7], heart ventricles 
[8], soap bubbles [9-10] and basketballs [11]. These studies use 
a combination of one or more of analytical techniques, finite 
element analysis and experimental measurement to determine 
modeshapes and natural frequencies. Of all the inflated shells 
that were identified, soap bubbles had received the most 
attention in the modelling literature, and as they are of a 
similar spherical geometry to balloons, bubbles were chosen as 
the closest analogue for the purpose of studying the vibration 
modes and natural frequencies.

This paper describes a model of soap bubble vibrations, 
and compares the results of this model to the experimentally 
measured response of a rubber balloon. The calculated natural 
frequencies and modeshapes are compared, and conclusions 
regarding the suitability of this predictive model are made.

BUBBLE VIBRATIONS
The earliest analysis of the bubble vibration problem was 

performed by Rayleigh [12], in his study of the vibration 
of a liquid mass about a spherical figure. This analysis was 
extended by Lamb in 1895, in his book Hydrodynamics [13], to 
account for the surrounding fluid. Lamb’s well-known solution 
describes a spherical bubble of one fluid (e.g. air) immersed 
within a second fluid (e.g. water), which is often described 
as a ‘droplet’. Lamb begins by assuming an expression for 
the shape of the common surface, and then uses it to find the 
corresponding velocity potential and pressure at internal and 
external points. Using the Theorem for Solid Geometry and 
the expression for surface tension, he derives this closed-form 
solution for the natural frequencies ωj of the bubble	

ωj
2 = σ  (j-1)j(j+1)(j+2)

R3    (j+1)ρ++jρ− 	
(1)

where σ is the surface tension, R is the radius, j is the mode 
number (j = 1,2, ...), ρ+ is the fluid density inside the droplet, and 
ρ- is the fluid density outside the droplet. (For an explanation of 
why j ≠ 0, refer to the Comparison of Results section).

It was more than one hundred years later that a solution 
to the vibration of soap bubbles was formulated by Grinfeld 
[10]. Grinfeld’s model includes the inertia of the bubble film, 

Bubbles and balloons are two examples of structures that feature a pressure difference across the skin, a thin, tensioned 
membrane, and a doubly curved interface surface. While mathematical models have been formulated for bubble 
vibrations, no such model exists for balloon vibrations. This paper reviews a model of bubble vibrations, and compares its 
predicted natural frequencies and modeshapes to those of a rubber balloon. It is shown that the bubble model consistently 
underpredicts the balloon’s natural frequencies, and it is concluded that the nonlinear elasticity present in the balloon skin 
accounts for this result.
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thus representing a system that comprises three different fluids: 
the inner fluid, the film fluid, and the outer fluid. To derive 
this model, Grinfeld begins with the linearised form of Euler’s 
equations governing inviscid flow

∂vi

∂t = − ip1
ρ 	 (2a)

ivi = 0	 (2b)

where vi is the covariant component of the velocity fields, ρ is 
the surrounding fluid density (either ρ+ or ρ− depending on the 
domain) and p is the pressure. The momentum and velocity 
components in each of the three spherical coordinate directions 
are derived, and the condition that the ambient velocity field in 
the radial direction must be equal on either side of the bubble 
film is applied. 

The equations for the dynamic behaviour of the bubble film 
are formulated using a Laplace capillarity model, and include 
interaction with the ambient air. The detailed formulation of 
these equations can be found in [14, 15]. For a fluid film with 
constant thickness, the linearised equation is

τ0       = σ ( α
αc +      c) + [     ]∂2c 2

R2∂t2 ∂t
∂p

	
(3)

where τ0 is the uniform equilibrium two-dimensional mass 
density of the film, c is the small component of the velocity 
field, α

α is the surface Laplacian, and the symbol [p] denotes 
the jump in ambient pressure across the surface of the film.

Equations (2a), (2b) and (3) combine to give a dispersion 
relationship, which is solved to obtain the natural frequencies 
of the soap bubble

ωj
2 = σ

R3 j(j+1)τ0R−1+(j+1)ρ++jρ−
(j−1)j(j+1)(j+2)

	 (4)

As the mass density of the film approaches zero, this equation 
is shown to reduce to Lamb’s ‘droplet’ solution.

The modeshapes that correspond to these natural frequencies 
are proportional to the surface spherical harmonics, Yjn (ϴ,φ), 
where the mathematical convention for spherical coordinates 
is adopted such that ϴ is the azimuthal angle, and φ is the polar 
angle. In orthonormal form, the surface spherical harmonics 
are made up of the following two expressions

	2j+1 (j−n)!
2π (j+n)! Pj

n(cos φ) cos nϴ
	

(5a)

	

2j+1 (j−n)!
2π (j+n)! Pj

n(cos φ) sin nϴ
	

(5b)

where Pj
n(cos φ) are associated Legendre functions of the first 

kind of degree j and order n. The modeshapes for j = 0,1,2,3 are 
illustrated in Figure 1, where the colouring indicates the amount of 
deflection in the radial direction. The modeshape corresponding to 
j = 0 is called the ‘breathing mode’, as it involves uniform radial 
extension over the entire sphere. The modeshapes corresponding 
to j = 1 represent the three orthogonal rigid-body modes.

To obtain the frequency-response function from the natural 
frequencies and mode shapes of the bubble, the general 
equation from Newland [16] can be used. The frequency-
response function H(zr, zs, ω) of an undamped system, with 
output measured at location zr and subjected to a unit harmonic 
input force at location zs is given in Newland [16] as

H (zr,zs,ω) = Σ∞
j=0                       

Uj(zr)Uj(zs)
ωj

2 − ω2 	 (6)

where Uj(zr) is the mass-normalised mode function of mode 
j, evaluated at zr. For the case of the vibrating bubble skin, 
the mass-normalised mode function is represented solely by 
the contribution of the membrane displacement in the radial 
direction, that is, the surface spherical harmonics. The mass-
normalisation condition is expressed as

λ2 ∫0
2π ∫0

π Yjn(ϴ,φ) τ0R2dφdϴ = 1	 (7)

where λ is the normalisation constant. The normalisation constant 
is found by numerically evaluating Eq.  (7) in the modelling 
program. For comparison with the experimental results in the 
next section, the driving-point response of the bubble is to be 
evaluated at the south pole, that is, at zr = zs = (a, 0, π). This 
means that only the axisymmetric modeshapes (n = 0) are 
excited, hence the response of the bubble is given by

H (zr,zs,ω) = Σ∞
j=0                                 

λ2Y j0 (0,π)Y j0 (0,π)
ωj

2 − ω2 	 (8)

Having determined the frequency-response function for the 
vibrations of soap bubbles, we now turn out attention to the 
vibrations of balloons.

Figure 1. The spherical surface harmonics for j = 0,1,2,3

BALLOON VIBRATIONS
There is no mathematical model for balloon vibrations in 

the literature, hence we embarked on a series of experiments to 
determine the natural frequencies and modeshapes of a large, 
spherical, helium-filled novelty balloon.

The natural frequencies were determined by measuring the 
driving-point frequency-response function of the balloon, using 
an impact hammer and a laser vibrometer. The impact hammer 
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was used to deliver an impulse to the base of the balloon, near 
the neck, and the laser beam was aimed at a piece of reflective 
tape positioned as close as possible to the impact point. The 
data from the impact hammer and the laser vibrometer were 
logged and analysed using a customised Matlab program. The 
experimental setup is shown in Fig. 2.

Figure 2. The experimental setup used to measure the balloon vibration 
modes, showing (a) the laser beam from the vibrometer, aimed at a 
piece of reflective tape near the base of the balloon; and (b) the impact 
hammer used to deliver an impulse to the base of the balloon.

The balloon is made of rubber latex, and has a design 
diameter of 1m, though was only partially inflated for ease of 
handling. The laser vibrometer is a Polytec OFV302 single-
point vibrometer, connected through a Polytec OFV 3001 
vibrometer controller. The velocity range is 1000mm/s/V 
and the velocity filter is set at 2.4kHz. The impact hammer 
is a miniature instrumented impact hammer, model PCB 
086E80. The experimental parameters for this balloon are 
given in Table 1. The pressure in the balloon was measured by 
connecting the balloon to a U-tube manometer. 

The balloon is very sensitive to disturbances in the 
surrounding air, and to minimise movement of the balloon 
it was restrained by a clamp on the neck, below the tie-off 
point. A total of 50 hammer impacts were used to calculate 
an averaged velocity frequency-response function. The major 
peaks of this frequency-response function represent the natural 
frequencies of the balloon, and the first eight peaks occur 
at 0.63Hz, 6.8Hz, 55.1Hz, 79.8Hz, 105Hz, 131Hz, 157Hz, 
and 185Hz. The coherence lies between 0.9 and 1.0 over the 
measured frequency range of 0Hz to 300Hz, hence the resonant 
behaviour of the balloon in this range is due to the hammer 
impact. Figure  3 shows the measured velocity frequency-
response function of the balloon, as a function of frequency. 

Also overlaid on Fig.  3 is the driving-point response 

calculated using the mathematical model of the soap bubble, 
with the experimental parameters given in Table 1 being used 
as the input to this model. The surface tension for the soap 
bubble model is calculated by equating the outwards-acting 
force due to the internal pressure with the restoring force 
provided by the surface tension, such that

σ =
pR
2 	 (9)

(Note that the surface tension in the soap bubble model 
is a factor of two larger than the surface tension acting in a 
droplet, as the bubble has two film surfaces as opposed to the 
one surface that separates the fluids in a droplet). The two-
dimensional mass density of the film τ0 is calculated as the 
balloon skin mass divided by the surface area of the balloon, 
4πR2. The densities of the helium inside the balloon ρ+ and the 
air outside the balloon ρ- are calculated using the measured 
pressures and temperature, and the perfect gas law.

Table 1. Experimental parameters

Parameter Value
Balloon radius 0.32m
Balloon skin mass 3.5x10-2kg
Internal pressure (gauge) 1.27x103Pa
Atmospheric pressure 1.03x105Pa
Atmospheric temperature 291K

Figure 3. The experimentally measured driving-point response of the 
balloon is shown in black, and the red line shows the driving-point 
response predicted using the soap-bubble model, with the balloon 
parameters as inputs.

COMPARISON OF RESULTS
There are obvious differences between the experimentally 

measured response of the balloon and the response predicted 
using the soap-bubble model, and in this section we look at 
why these differences occur.
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For both balloons and soap bubbles, it is reasonable to 
assume that the gas inside the balloon is incompressible, hence 
the volume of the sphere is constant and the j = 0 breathing 
mode at 0Hz is not expected to occur. This is consistent with 
the experimental observations, as no peak at 0Hz is observed.

The first peak in the experimental results occurs at 0.63Hz, 
and visual observation of the balloon indicates that this peak 
corresponds to a low-frequency, lightly damped, rigid-body 
rocking motion of the balloon about the clamp. The balloon 
was highly sensitive to air-flow disturbances caused by nearby 
movements, making it particularly difficult to avoid excitation 
of this mode. As the bottom restraint of the balloon is not 
included in the soap-bubble model, there is no equivalent 
natural frequency seen in the predictions of the mathematical 
model.

The second peak in the experimental results occurs at 
6.8Hz, and visual observation of the balloon indicates that this 
peak corresponds to the theoretical j = 1 mode: vertical rigid-
body translation of the balloon’s centre of mass. Although the 
soap-bubble model predicts that this occurs at 0Hz, the peak 
has been shifted slightly. This is because the balloon’s neck and 
the low-tension material at the base of the balloon are acting 
together as a ‘spring’ that separates the balloon from the clamp. 

To investigate the modeshapes that occur at higher 
frequencies, the balloon was excited acoustically using an 
amplifier and speaker system at a pure tone that matched each 
of the natural frequencies. Visual and tactile observation of the 
balloon’s vibrations indicated that the 55.1Hz mode has two 
latitudinal nodal lines, arranged identically to the j = 2, n = 0 
modeshape shown in Figure  1. This suggests that the natural 
frequency at 55.1Hz is due to the j = 2 modeshape. The number 
of latitudinal nodal lines was observed to increase linearly as the 
pure tone was matched to the higher natural frequencies: three 
nodal lines at 79.8Hz (j = 3, n = 0), four at 105Hz (j = 4, n = 0), 
and five at 131Hz (j = 5, n = 0). 

There is a discrepancy between the modelling predictions 
and the experimental results at these higher frequencies, 
with the mathematical model consistently underpredicting 
the natural frequencies of the balloon. The reason for this is 
believed to be elasticity which is present in the balloon skin, 
but not accounted for in the bubble model. Grinfeld’s bubble 
model assumes that the bubble film is inelastic, as fluids have a 
constant value of surface tension, and thus there is no capacity 
for elastic energy to be stored in the skin during inflation or 
bubble deformation. The balloon, however, is made of a 
viscoelastic material that stretches as it inflates and undergoes 
changes in geometry. 

The effect of skin elasticity on the natural frequencies 
can be evaluated using energy methods. Rayleigh’s quotient 
is a means of approximating natural frequencies, and is based 
on equating the kinetic and potential energy of vibration, 
assuming negligible energy loss per cycle, that is, a lightly 
damped system [17]. The skin elasticity can be incorporated 
into Rayleigh’s quotient by the addition of an extra potential 
energy term in the numerator. (Note that this extra potential 
energy term is only relevant for those modes that involve 
deformation from the spherical ‘equilibrium’ geometry, and 
thus only occur for j > 2). This additional term results in an 

increase in the natural frequencies, thus predicting that the 
natural frequencies of the elastic balloon will be greater than 
those of a soap bubble with constant surface tension when j > 2. 
This is consistent with the results presented here.

It can be seen in Fig.  3 that as the frequency increases, 
the major peaks in the balloon’s driving point response 
begin to separate into clusters of closely-spaced peaks. This 
separation is due to the inhomogeneity of the balloon, which 
has a more pronounced effect on higher frequencies as the 
modal displacement variation occurs over shorter distances. 
Inhomogeneity exists in the shape of the balloon, the thickness 
of the balloon skin, and the surface tension in the balloon skin.

CONCLUSIONS
Bubbles have been well-studied in fluid-mechanics 

literature, and a mathematical model exists for predicting their 
natural frequencies and modeshapes. These natural frequencies 
depend on fluid properties and geometry, and the modeshapes 
correspond to the spherical surface harmonics. There is no 
mathematical model for balloon vibrations in the literature, 
and this paper has shown that the bubble model consistently 
underpredicts the natural frequencies observed for a balloon. 
This underprediction is due to the elasticity that is present in 
the balloon skin, but neglected from the bubble model. Work 
is currently underway to formulate an analytical solution for 
the natural frequencies of a spherical, elastic membrane with 
internal and external fluid interactions. 
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THEME
ACOUSTICS 2013, the annual conference of the Australian 
Acoustical Society, will be held in Victor Harbor, South Australia, at 
the McCracken Country Club, from 17-19 November 2013. 

With its theme of Science, Technology and Amenity, Acoustics 2013 
Victor Harbor will include plenary sessions addressing the impact 
of science and technology on acoustics and amenity, whether it be 
environmental or internal spaces. Other major streams will address 
airport / road / railway noise, standards and guidelines including 
those from EPAs, underwater acoustics, marine bioacoustics and 
vibration.

Acoustics 2013 Victor Harbor will provide in-depth coverage of 
many topics of interest to professionals in related fields including 
educationalists, consultants, planners, developers, government 
authorities, and EPA/noise officers

VENUE
Acoustics 2013 Victor Harbor will be held at the McCracken Country 
Club. The 4.5 star McCracken Country Club offers guests luxurious 
accommodation in the beachside township of Victor Harbor. The 
country club highlights are its golf course, day spa and the gorgeous 
panoramic view of Hindmarsh Valley. Visit www.countryclubs.com.
au/mccracken/

TOPICS
In addition to the main conference themes, Acoustics 2013 Victor 
Harbor will include sessions on:
•	 Environmental acoustics
•	 Industrial acoustics
•	 Wind turbine noise
•	 Low frequency noise
•	 Internal spaces and amenity
•	 Architectural acoustics
•	 Underwater acoustics
•	 Marine bioacoustics
•	 Legislation and standards
•	 Transportation noise

WORKSHOPS
A series of workshops are planned. The following workshop will 
be held:
•	 Flow induced noise

For up-to-date information regarding the Acoustics 2013 Victor Harbor conference, please visit the conference website:
www.acoustics.asn.au/joomla/acoustics-2013.html
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THE SOUND OF MUSIC:
ORDER FROM COMPLEXITY
Neville H. Fletcher
Research School of Physics and Engineering, Australian National University, Canberra, ACT 0200
neville.fletcher@anu.edu.au

Musical and biological sounds have the property of being well organised and usually strictly harmonic in spectrum, though there are a
few notable exceptions such as the shimmering crash of a cymbal or the cry of the sulphur-crested cockatoo. It turns out, however, that
this apparent simplicity is constructed by the interaction of highly nonlinear feedback generators linked to resonators whose vibrational
modes are not in simple harmonic frequency ratios. This paper explores the way in which this apparent simplicity emerges from complex
interactions in the generation of instrumental sound and in the songs of humans and other animals.

INTRODUCTION
Musical instruments such as violins, flutes and trumpets

are designed to produce sounds that are pleasing to our ears,
and analysis shows that these sounds, when played steadily,
have exact harmonic spectra. This leads to the expectation
that we might hear smooth concords between notes whose
frequencies are in simple integer ratios, as is indeed found.
This seems to imply that everything about these instruments
is simple and linear, but this is very far from being the case.
Indeed nonlinearity is essential to produce these apparently
simple results. But sometimes nonlinearity takes control, as
in cymbals and gongs, giving rise to effects such as pitch glide,
subharmonics, and transitions to chaotic vibration. Very much
the same is true of the sounds produced in human speech and
singing and, more noticeably, in the songs of birds, where
we encounter almost pure tones, harmonic spectra, and even
chaotic screeches. In this short paper we explore the physics
and mathematics underlying this behaviour. The subject has
been discussed in more detail by Fletcher and Rossing [1]
(chapter 5) and by Fletcher [2, 3, 4] and in less technical form
by Backus [5] and by Johnston [6].

IMPULSIVELY EXCITED INSTRUMENTS
Musical instruments came in two types: those that produce

steady sustained sounds, such as violins and trumpets, and
those that are sharply excited and produce transient sounds,
such as plucked strings, bells and gongs. In the first case
there is a continuous input of energy and some sort of feedback
oscillation is generated, while in the second there is an initial
impulse after which the energy stored in the system gradually
decays because of internal and radiation losses. In both cases
the vibrating system is geometrically extended, whether it be
a taut string, a column of air, or a carefully shaped plate or
shell, so that it has many possible vibrational modes, and it
is the interplay of these modes that controls the sound that is
produced.

It might be thought that an elastic string held under tension
between two rigid supports is an ideally simple system, but
is it really? The “standard theory” treats the string as being
ideally thin and the vibration amplitude as being planar and
infinitesimal, but none of these assumptions holds in practice.

Instead, even for planar oscillation, the string motion is
described by an equation of the form

m
∂ 2z
∂ t2

≈ T
∂ 2z
∂x2 +AEd4 ∂ 4z

∂x4 +
BEd2

L

[

∫ L

0

(

∂ z
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)2
dx

]

∂ 2z
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where z is string the displacement at point x, L is the string
length, m is the string mass per unit length, and T the string
tension. The first term on the right-hand side is that for an
ideal string, the second term is the restoring force due to string
stiffness, which is proportional to its Young’s modulus E and
the fourth power of string diameter d, while the third term is an
approximation to the extra tension produced by displacement
of the string from a straight line. The stiffness term stretches
the mode frequencies so that of the nth mode becomes

fn ≈ n f1(1+αn2) (2)

where α is proportional to the ratio of string stiffness to
string tension. In the steel strings of the piano this causes
a pitch stretch of about half a semitone over the complete
keyboard compass because octaves are tuned to match the
second harmonic of the octave below.

In a string with inadequate initial tension, plucked with
large amplitude, the third term in equation (1) leads to an
unpleasant effect in which the tension, and therefore the
musical pitch, starts high and then gradually falls. This is
avoided by tightening strings to almost their breaking point.
The third term also introduces harmonic distortion, so that an
initial simple vibration at f1 generates another vibration at 2 f1
and so on, or mixes the frequencies of two existing modes. As
if this were not enough, the vibrational tension of the third term
in equation (1) also excites longitudinal waves in the string,
and these couple the transverse modes in the z direction to
orthogonal modes in the y direction [7]. And all this is not
just mathematics — the effects contribute significantly to the
actual sound of a piano! Some piano makers, notably Wayne
Stuart in Newcastle Australia, have changed the exact form of
the pinning of the strings in their instruments to control some
of these effects, but I am not aware of any scientific study of
the results, which could well be concealed by other changes in
the design anyway. The whole behaviour of piano strings is
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Figure 1. Profiles of (a) a church bell, (b) a flat-centre Chinese Opera
gong, (c) a curved-centre Chinese Opera gong, and (d) an orchestral
tam-tam
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Figure 2. Restoring force as a function of deflection for a flat circular
plate pinned at its edges (full curve) and for a slightly curved plate of
the same size (broken curve). The units shown are arbitrary

further complicated by the fact that they mostly occur in pairs
or triplets for each note, and the strings for a given note interact
with each other through the non rigid bridge over which they
pass. Weinreich [8] has treated this complication in detail and
shown many interesting consequences.

Many musical instruments of the impulsive or percussive
variety do not rely primarily on tension, as does the string,
but rather on elastic stiffness. The simplest are bells, which
have very thick walls, as shown in Figure 1(a), and are almost
completely linear in behaviour. The tuning of the modes of
such complex shapes is not simple, however. Church and
carillon bells are cast to traditional shapes and then adjusted
by removing material internally so that the frequencies of their
principal modes are in simple integer ratios, giving pleasant
musical sounds, one of the characteristics however being a
low-pitched musical minor third, with frequency ratio 6/5
relative to the ‘prime’ or dominant mode, and it is this that
gives bells their characteristic sound [1]. Many Eastern bells
or gongs, such as the Javanese gamelan, are not tuned in this
way however, and this gives rise to musical scales that are quite
different from the familiar Western ones [9].

Gongs are another form of percussive instrument, but here
the metal shell is thin compared to its diameter, as shown
in later panels of Figure 1, so that tension effects become
noticeable or even dominant. One very impressive effect is
that achieved in Chinese opera gongs, of which there are two
types. In the larger gong, shown in Figure 1(b), the main
vibrating element in the centre of the gong is quite flat so that
any vibration stretches it radially and raises both the tension

and the vibration frequency, as shown by the full curve in
Figure 2. As the vibration decays, the pitch falls towards its
small-amplitude value over a time of the order of one second.
In the smaller gong shown in Figure 1(c), the central portion
is slightly domed to a height of about 1 mm over its 10 cm
diameter. The tension forces are thus initially compressive
for small downward motion of the dome before becoming
tensile when the displacement exceeds twice the dome height,
though the stiffness maintains a restoring force as illustrated
by the dashed curve in Figure 2. For vibrations of moderate
amplitude this causes the frequency to rise as the vibration
decays, producing a sound that is complementary to that of the
larger gong [10].

Sharp changes in shape are important here, since the
tension term in equation (1) then acts at an angle and becomes
converted in part to a lateral force, generating modes at two
and three times the frequency of the original because of
further coupling to the original exciting mode slope [11]. The
nonlinearity thus leads to a progressive transfer of vibrational
energy from low to high modes, an effect that is particularly
noticeable in the large Chinese tam-tam gong often used in
orchestras, which has two rings of sharp bumps in its outer
profile, as shown in Figure 1(d). It is struck with a soft hammer
and the low-frequency initial sound becomes transformed over
a period of a second or so into a shimmering high-pitched
sound that is actually chaotic [12]. Indeed simple experiments
with metal gongs or cymbals of simpler shape show that
when vibrated at their centre they can display energy transfer
to higher harmonics of the exciting frequency, subharmonic
generation at frequencies as low as one-fifth of the exciting
frequency, or a transition to chaotic oscillation, depending upon
minor variations in the exciting frequency. In normal musical
playing, of course, cymbals are supported at their centre and
driven by a sharp asymmetrical impact, so that essentially all
modes are sharply excited. Mode interaction and transitions of
the kind discussed above then lead to a wide-band ‘shimmering’
sound.

SUSTAINED-TONE INSTRUMENTS
Sustained-tone instruments are very different in operation

from their impulsive cousins, and each consists of a system of
the type shown in Figure 3. The resonant system is normally
driven at a sufficiently low level that it is essentially linear
in behaviour, with all the nonlinearity being contained in the
active driver, the operation of which is controlled by feedback
from the resonator. If the driver were linear, then it would
simply maintain all the resonant modes of the string (for
violin-type instruments) or the air column (for woodwind and
brass instruments) at their natural frequencies, which are never
in exact integer ratios because of stiffness and end-pinning
effects in strings and geometric irregularities and the radiation
end-correction in wind instruments. It is clear, therefore,
that the nonlinearity of the feedback-driven oscillator must
somehow be responsible for producing the exact harmonics
observed in the sounds of these instruments. How does this
occur?

First let us look at why the driving oscillator is nonlinear.
In the case of a string driven by a bow, which consists of



190 - Vol. 40, No. 3, December 2012                                                                                                        Acoustics Australia

energy input

nonlinear
generator

linear
resonator

steady

sound
output

moving bow

slip-stick
contact

string and
body

lung
air pressure

air column

air jet,  reed
or lip valve

BOWED STRING WIND INSTRUMENT

pl
ay

er

Figure 3. System diagram for a sustained-tone instrument consisting of
a feedback-excited nonlinear oscillator coupled to a multi-mode linear
resonator. Additional low-frequency control feedback is provided by
the performer in the case of a musical instrument

bow

stickslip

bridge
pin

-1 -0.5 0 0.5 1
-1

-0.5

0

0.5

1

Relative velocity

Fr
ic

tio
na

l f
or

ce

(a)

(b)

Figure 4. (a) Frictional force of a bow as a function of the velocity
of the string relative to that of the bow. Units are arbitrary (b) Motion
of the string for bowing in the position and direction shown, the kink
moving around the broken curve

hairs coated with rosin, the static friction is very high so that
the string essentially sticks to the bow and is drawn sideways.
Ultimately, however, the restoring force due to tension exceeds
the static frictional force and the string begins to slip. Because
sliding friction is much smaller than static friction, as shown
in Figure 4(a), the string then slips almost unimpeded until
it reaches the farther extreme of its motion, when it is again
captured by the bow and the cycle repeats [13, 14]. The
envelope of the string motion is shown in Figure 4(b), with the
slope discontinuity moving with uniform velocity between two
parabolic envelope curves. The string itself does not radiate
appreciable sound, but it passes over a bridge support at one end
and its varying slope at this point produces an excitation force
that is passed on to the body of the instrument. The vibrational
response of the instrument body is linear, but is modified by
its own resonances, so that the spectrum of the radiated sound
depends both upon the string excitation and the instrument body
response.

The structure of a woodwind reed instrument such as the
clarinet is illustrated in Figure 5(a). For such an instrument, the
generator consists of a valve with a fixed aperture covered by a
thin cane reed that is partially open in its rest state. Because the
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Figure 5. (a) Geometry of the mouthpiece and reed of a clarinet
(b) Volume flow through the reed aperture as a function of the pressure
difference across the reed The effective resistance is negative in the
region AB

natural vibration frequency of the reed is much higher than that
of the note being played, a quasi-static analysis shows what is
going on. Initially the volume flow through the reed increases
as the pressure difference p across it is increased, conservation
of energy dictating that the flow velocity is proportional to
the square root of the pressure difference (Bernoulli’s law).
However the pressure difference also tends to progressively
close the reed opening, so that the overall volume flow U has
the form

U(p) = α p1/2(1−β p) if p< β−1

= 0 if p> β−1 (3)

where α and β are constants. This relation is shown in
Figure 5(b), and it can be seen that the valve impedance dp/dU
is very nonlinear and is negative in the range A to B, which
is what allows the valve to act as an acoustic generator. This
will work, though with somewhat more complex analysis, at
all frequencies up to the free resonance frequency of the reed
itself. The constricted double reed of an oboe has an even more
complicated flow behaviour because of the flow constriction
caused by its narrow channel.

When we consider lip excited brass instruments, the
situation is rather different because the lip aperture is blown
open by the pressure differential, rather than being blown
closed. This complicates the behaviour, and valve oscillations
can be maintained only at a frequency just above the natural
vibration frequency of the lips, the phase shift again making
the resistance negative in this region, at least in a simple model
[1, 15]. Because trumpets and trombones are often played very
loudly, this is the one case in which the resonator can become
nonlinear, leading to distortion of the propagating wave in the
cylindrical part of the bore and consequent transfer of acoustic
energy from low to high-frequency modes and even to shock
waves [16].

Finally, consider instruments such as flutes and organ pipes
that are excited by a planar air jet blown across an aperture near
one end of the pipe as shown in Figure 6(a). The physics of
this jet excitation is rather complicated [1, 17], but essentially
the jet is acted on by the acoustic flow through the aperture
and this generates a displacement wave that travels along the



Acoustics Australia                                                                                                      Vol. 40, No. 3, December 2012 191

energy input

nonlinear
generator

linear
resonator

steady

sound
output

moving bow

slip-stick
contact

string and
body

lung
air pressure

air column

air jet,  reed
or lip valve

BOWED STRING WIND INSTRUMENT

pl
ay

er

Figure 3. System diagram for a sustained-tone instrument consisting of
a feedback-excited nonlinear oscillator coupled to a multi-mode linear
resonator. Additional low-frequency control feedback is provided by
the performer in the case of a musical instrument

bow

stickslip

bridge
pin

-1 -0.5 0 0.5 1
-1

-0.5

0

0.5

1

Relative velocity

Fr
ic

tio
na

l f
or

ce

(a)

(b)

Figure 4. (a) Frictional force of a bow as a function of the velocity
of the string relative to that of the bow. Units are arbitrary (b) Motion
of the string for bowing in the position and direction shown, the kink
moving around the broken curve

hairs coated with rosin, the static friction is very high so that
the string essentially sticks to the bow and is drawn sideways.
Ultimately, however, the restoring force due to tension exceeds
the static frictional force and the string begins to slip. Because
sliding friction is much smaller than static friction, as shown
in Figure 4(a), the string then slips almost unimpeded until
it reaches the farther extreme of its motion, when it is again
captured by the bow and the cycle repeats [13, 14]. The
envelope of the string motion is shown in Figure 4(b), with the
slope discontinuity moving with uniform velocity between two
parabolic envelope curves. The string itself does not radiate
appreciable sound, but it passes over a bridge support at one end
and its varying slope at this point produces an excitation force
that is passed on to the body of the instrument. The vibrational
response of the instrument body is linear, but is modified by
its own resonances, so that the spectrum of the radiated sound
depends both upon the string excitation and the instrument body
response.

The structure of a woodwind reed instrument such as the
clarinet is illustrated in Figure 5(a). For such an instrument, the
generator consists of a valve with a fixed aperture covered by a
thin cane reed that is partially open in its rest state. Because the
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natural vibration frequency of the reed is much higher than that
of the note being played, a quasi-static analysis shows what is
going on. Initially the volume flow through the reed increases
as the pressure difference p across it is increased, conservation
of energy dictating that the flow velocity is proportional to
the square root of the pressure difference (Bernoulli’s law).
However the pressure difference also tends to progressively
close the reed opening, so that the overall volume flow U has
the form

U(p) = α p1/2(1−β p) if p< β−1

= 0 if p> β−1 (3)

where α and β are constants. This relation is shown in
Figure 5(b), and it can be seen that the valve impedance dp/dU
is very nonlinear and is negative in the range A to B, which
is what allows the valve to act as an acoustic generator. This
will work, though with somewhat more complex analysis, at
all frequencies up to the free resonance frequency of the reed
itself. The constricted double reed of an oboe has an even more
complicated flow behaviour because of the flow constriction
caused by its narrow channel.

When we consider lip excited brass instruments, the
situation is rather different because the lip aperture is blown
open by the pressure differential, rather than being blown
closed. This complicates the behaviour, and valve oscillations
can be maintained only at a frequency just above the natural
vibration frequency of the lips, the phase shift again making
the resistance negative in this region, at least in a simple model
[1, 15]. Because trumpets and trombones are often played very
loudly, this is the one case in which the resonator can become
nonlinear, leading to distortion of the propagating wave in the
cylindrical part of the bore and consequent transfer of acoustic
energy from low to high-frequency modes and even to shock
waves [16].

Finally, consider instruments such as flutes and organ pipes
that are excited by a planar air jet blown across an aperture near
one end of the pipe as shown in Figure 6(a). The physics of
this jet excitation is rather complicated [1, 17], but essentially
the jet is acted on by the acoustic flow through the aperture
and this generates a displacement wave that travels along the
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jet at about half its airspeed. The jet then blows alternately
into and out of the pipe where it meets the other edge of the
aperture. The phase shift introduced by the initial excitation
and the travel time of the displacement wave along the jet makes
the flow resistance negative over a limited frequency range, thus
allowing the player to choose which mode of the pipe resonator
is being excited. For displacements that are small compared
with the jet width, the inflow is linearly related to the excitation,
but for larger displacements the flow saturates, as shown in
Figure 6(b), generating odd harmonics of the fundamental. If
the jet centre-plane is offset with respect to the edge, then the
flow waveform becomes asymmetrical and even harmonics are
generated as well [18]. These air-jet excited instruments are
one of the few cases in which the transition to mode-locked
harmonic sound has been studied, as will be discussed in the
next section.

FORMAL ANALYSIS
Now that the origins of inharmonicity on the resonator

and of nonlinearity in the generator have been explained, it is
possible to proceed with a formal analysis of the behaviour of
the musical instrument system shown in Figure 3. There are
many ways in which this can be done, but one of the simplest
is in the frequency domain where one examines the combined
response of the resonator modes coupled to the generator using
the method of slowly varying parameters [1].

For simplicity, consider first just the case of a single
vibrational mode

yn(t) = an sin(ωnt+φn) (4)

and allow that both the amplitude an and the phase φn may
vary with time slowly compared with ωn. Suppose that, in the
system considered, yn satisfies the equation

ÿn+ω2
n yn = g(yn, ẏn, t) (5)

where the dots signify differentiation with respect to time and
the nonlinear function g represents the excitation provided by

the generator under the influence this mode. Substitution of
equation (4) into equation (5) gives a complicated result, but
this can be simplified if we assume that

ẏn = anωn cos(ωnt+φn) . (6)

This assumption requires that

ȧn sin(ωnt+φn)+anφ̇n cos(ωnt+φn) = 0 , (7)

but substituting equations (4), (6) and (7) into equation (5) then
leads to the simple results

ȧn =
g

ωn
cos(ωnt+φn) (8)

φ̇n = −
g

anωn
sin(ωnt+φn) , (9)

where g is expressed in terms of yn and ẏn as given by equations
(4) and (6).

These two equations (8) and (9) allow us to calculate the
steady mode amplitude an for which ȧn = 0 and also the
steady vibrational frequency ωn + φ̇n, which will generally
be different from the resonant frequency ωn. The whole
analysis can also be extended to treat the realistic case of a
multi-mode system in which the modes interact because of
the nonlinearity of the generator. It can be shown that this
interaction leads to the locking of all the mode oscillations
into an exactly harmonic (integer frequency ratio) distribution
provided the natural mode frequencies are not too distant from
this relationship initially [19]. If two prominent modes ωi
and ω j are very far from integrally related in frequency, as
can happen with peculiar fingerings of woodwind instruments,
then the resulting oscillation may involve both of them, and
the system nonlinearity will produce a “multiphonic” sound
containing all frequencies mωi ± nω j where m and n are
integers. These sounds are exploited in certain modern musical
compositions for woodwinds [20].

This analysis can also be applied to transient sounds in
which the generating function g depends upon time. An
obvious example is the case of impulsively excited instruments,
but the initial transient is also of great importance in defining
the character of sustained-tone instruments, psychoacoustical
studies showing that it is largely the initial transients that
characterise the identity of a musical instrument, since identity
is lost to the hearer if these are removed. This feature is also of
great importance in the electronic synthesis of realistic musical
sounds.

If the excitation begins abruptly, as is the case at the
beginning of a musical note, then this stepwise or even
impulsive excitation will excite all the modes of the instrument
to vibrate at their natural frequencies, which are never in
exact harmonic relationship, and it is only after a significant
time, typically ten or more cycles of the fundamental, that
the mode frequencies are captured by the nonlinearity in the
way discussed above and locked together to produce an exactly
harmonic sound. This transition has been examined in detail in
the case of organ pipes [21] and an example of the calculated
results is shown in Figure 7. The pipe modes, which are
not in exactly harmonic relationship, are initially all excited
in-phase by the jet impulse. Interaction between the modes
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Figure 7. Evolution of the velocity amplitudes and frequencies of the
first three modes of an organ pipe as calculated from equations (8) and
(9) and a detailed model of wave propagation on the air jet and its
interaction with the pipe air-column [21]

through the nonlinear behaviour of the jet then causes both
mode amplitudes and frequencies to evolve to a stable harmonic
relationship — a typical example of the emergence of order
through complex interactions.

ANIMAL SOUNDS
As in musical instruments, the sounds produced by animals

can be divided into two classes — those in which the excitation
is essentially impulsive and those in which it is continuous —
but the division is not so clear since many quasi-continuous
insect sounds are really prolonged sequences of impulsive
sounds. Once this is recognised, much of the analysis applied
to musical systems can also be applied to biological systems
[2, 3].

The simplest systems, which are employed largely by
water-dwelling crustaceans such as crabs, produce sounds that
are just sequences of clicks. This is done by snapping together
or flicking apart two body parts that are covered by a stiff elastic
shell. Because the shell generally covers some sort tissue, the
sound is abruptly damped and has little if any tonal component.
In air-dwelling insects such as crickets this system has evolved
so that a file containing many teeth, and generally located on
a leg, is drawn rapidly across a resonant structure such as a
wing. While this bears some resemblance to a bowed string,
the damping is again such that the oscillation produced by
the impact of each tooth has almost dissipated before the next
impact occurs. Since the pic on the structure must slip off
the tooth each time, however, there is some chance that these
releases will be phase-locked to the vibration, perhaps giving
harmonic relations. The loudest insect of all, the cicada, makes
its sounds by the rhythmic collapse and release of thin ribbed
plates, or tymbals, that cover a large resonant abdominal cavity,
giving a rapidly pulsating song near its characteristic frequency,

which ranges from about 600 Hz to above 3 kHz depending
upon the species. From the point of view of the present chapter,
there is nothing very interesting about these sounds.

The more interesting sounds from the present viewpoint are
those produced by air-breathing animals, including birds and
humans. These are generally sustained sounds, like the vowels
in human speech, punctuated by impulsive or chaotic sounds
like the consonants. The vowel-like sounds are produced by
a vibrating valve, rather like a tiny pair of human lips, located
between the lungs and the mouth. In the case of most mammals,
including humans, this valve is near the top of the trachea or
wind-pipe near its junction with the mouth, while in birds it
is near the base of the trachea. In the case of songbirds there
are actually two vocal valves, one in each of the bronchi or
tubes leading from the lungs just below their junction with the
trachea, allowing them to sing two notes at once if they choose
to do so. This structure is known as the syrinx.

In humans, other mammals and many birds the vibration
frequency of the vocal valve is below the frequency of the first
resonance of the vocal tract, so that there is not the same sort of
coupling between the source and the resonant filter provided
by the upper vocal tract. Indeed it is reasonable to model
these systems as an autonomous vibrating valve producing a
pulsating airflow that is rich in harmonics because the valve
ordinarily closes once in each cycle, coupled to the upper vocal
tract which then provides an adjustable filter that modifies the
spectral envelope of the sound to produce distinctive patterns
that we know as vowels, each being characterised by maxima
in its spectra, known as formants, close to the tract resonance
frequencies. This is called the ‘source-filter model’. Only in
high soprano singing does the fundamental pitch approach the
frequency of one of the higher vocal tract resonances, and there
is then a coupling between the two which gives a comparatively
pure tone and reduces the distinction between different vowels.
Something similar happens in the case of pure-tone songbirds
as is discussed below.

While humans can make a pure-tone sound by whistling,
involving an air jet and the mouth as a Helmholtz resonator,
some birds can produce similar nearly pure-tone songs that are
swept over a large frequency range, but they do not do it by
whistling. Their vocal tract is connected to an elastic part of
the upper esophagus, leading to the stomach, and this can be
expanded to produce a quite large vocal cavity of adjustable
size. Once again the pitch of the song is adjusted largely by
changing the volume of this cavity [22]. Some animals, such as
doves and frogs, can even produce pure-tone songs with their
beak or mouth closed, a feat which they perform by inflating
a vocal sac in the throat with very thin skin surrounding it and
exhaling into this through their vibrating vocal valve, which
they tune to the resonant frequency of the sac volume loaded
by its vibrating walls. In the second or so that the call lasts,
the volume of the inflated sac does not change greatly, and the
small change is compensated for by the thinning of the walls.

Another interesting case is the very loud cry of the
sulphur-crested cockatoo (Cacatua galerita). This harsh sound
is at odds with the beauty of the bird, but accords well with
its destructive behaviour! The interesting thing is that, when
the waveform of the recorded cry is examined closely, it is
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but the division is not so clear since many quasi-continuous
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a vibrating valve, rather like a tiny pair of human lips, located
between the lungs and the mouth. In the case of most mammals,
including humans, this valve is near the top of the trachea or
wind-pipe near its junction with the mouth, while in birds it
is near the base of the trachea. In the case of songbirds there
are actually two vocal valves, one in each of the bronchi or
tubes leading from the lungs just below their junction with the
trachea, allowing them to sing two notes at once if they choose
to do so. This structure is known as the syrinx.

In humans, other mammals and many birds the vibration
frequency of the vocal valve is below the frequency of the first
resonance of the vocal tract, so that there is not the same sort of
coupling between the source and the resonant filter provided
by the upper vocal tract. Indeed it is reasonable to model
these systems as an autonomous vibrating valve producing a
pulsating airflow that is rich in harmonics because the valve
ordinarily closes once in each cycle, coupled to the upper vocal
tract which then provides an adjustable filter that modifies the
spectral envelope of the sound to produce distinctive patterns
that we know as vowels, each being characterised by maxima
in its spectra, known as formants, close to the tract resonance
frequencies. This is called the ‘source-filter model’. Only in
high soprano singing does the fundamental pitch approach the
frequency of one of the higher vocal tract resonances, and there
is then a coupling between the two which gives a comparatively
pure tone and reduces the distinction between different vowels.
Something similar happens in the case of pure-tone songbirds
as is discussed below.

While humans can make a pure-tone sound by whistling,
involving an air jet and the mouth as a Helmholtz resonator,
some birds can produce similar nearly pure-tone songs that are
swept over a large frequency range, but they do not do it by
whistling. Their vocal tract is connected to an elastic part of
the upper esophagus, leading to the stomach, and this can be
expanded to produce a quite large vocal cavity of adjustable
size. Once again the pitch of the song is adjusted largely by
changing the volume of this cavity [22]. Some animals, such as
doves and frogs, can even produce pure-tone songs with their
beak or mouth closed, a feat which they perform by inflating
a vocal sac in the throat with very thin skin surrounding it and
exhaling into this through their vibrating vocal valve, which
they tune to the resonant frequency of the sac volume loaded
by its vibrating walls. In the second or so that the call lasts,
the volume of the inflated sac does not change greatly, and the
small change is compensated for by the thinning of the walls.

Another interesting case is the very loud cry of the
sulphur-crested cockatoo (Cacatua galerita). This harsh sound
is at odds with the beauty of the bird, but accords well with
its destructive behaviour! The interesting thing is that, when
the waveform of the recorded cry is examined closely, it is

found to be truly chaotic with a Lyapunov exponent of about
0.3 [23]. The great loudness of the screech is partly explained
by its frequency, which covers a broad band from about 2 to
4 kHz where human hearing is most sensitive, but the bird also
invests a considerable effort in producing it. The anatomical
and physiological basis of this cry (one hesitates to call it a
song!) has not yet been established, but it seems likely that
the vocal valve, or syrinx, has an extended flap-like structure
that can move chaotically like a flag flapping in the wind, even
though it is probably secured all around its periphery.

Finally we should mention the interesting combination of
vocal and instrumental sounds that is sometimes used in the
Australian didjeridu, or yidaki as it is called by the Yolngu
people of Arnhem Land who perhaps originated the instrument
[24]. The didjeridu consists of a simple tube, about 1.5 m long
and 30 to 50 mm in diameter, cut from a small tree trunk that
has been hollowed out by termites. The drone sound, typically
at about 60 Hz, is made by buzzing the lips as in a brass
instrument, and this is accompanied by a full range of upper
harmonics. The interesting tonal sounds characteristic of the
didjeridu are then made by varying the geometry of the vocal
tract, again largely by moving the tongue, so as to produce
spectral peaks or formants not unlike those in speech, the
emphasised frequencies being those lying close to a minimum
in the vocal tract impedance as seen from the lips [25, 26].
Even more interesting in the present context are the sounds
that can be made by simultaneously vibrating the folds of the
vocal valve, as when singing a note of frequency ω , and also the
lips, under the control of the fundamental didjeridu resonance at
frequency ω0. Since the two vibrating valves are in series, their
effect is multiplicative rather than additive, and the resulting
flow contains frequencies mω0 ± nω [27]. Thus if the player
vocalises a note a musical fifth above the drone fundamental,
so that ω = (3/2)ω0, then the nonlinearity of the combined
valves will produce a subharmonic at frequency ω0/2, together
with all its harmonics. For the singing of more complex sounds,
there will be a large variety of frequencies produced.

CONCLUSIONS
In this short paper there has been time only to glance

briefly at some of the interesting features of sound production
in musical and biological systems. While the systems
themselves consist of complex interacting nonlinear elements,
the interesting outcome is that these often act together to
produce a deceptively simple outcome, with strictly harmonic
waveforms and well controlled behaviour. There are a few
interesting exceptions, however, and these will doubtless repay
detailed study some time in the future.

The work described in this paper has been carried out
by many researchers around the world, and the literature
documenting it is voluminous. The references I have cited are
largely to work with which I have been personally associated, a
fault for which I should perhaps apologise.
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INTRODUCTION
Excessive noise from compressors is a major concern in 

industries and refineries. The biggest impact of this noise is the 
discomfort to the personnel working at the facility as observed 
in practice. The primary concern is that the noise may drown/
hide the sound of the emergency alarms of the facility. The 
noise levels in compressors vary over a wide range from 70–
120 dB(A) [1-3]. As the compressor operates over its lifetime, 
the noise and vibration levels expectedly increase, since 
centrifugal compressors are continuous flow machines and 
are extensively used in Saudi Arabia at crude oil processing 
facilities such as Saudi Aramco. Maintenance is periodic and 
stopping the operation every time noise levels exceed the 
desired threshold can be very expensive. Currently Dresser 
Rand uses Duct Resonator arrays (DR arrays) as an add-on 
solution [1, 2]. This solution was applied successfully to a 
2528 PSIG (172 BARG) multistage centrifugal compressor on 
a platform in the North Sea and was shown to successfully give 
a reduction of up to 12 dB(A). Although the DR arrays give 
appreciable noise reduction since they are machined directly 
on the diffuser, the challenge lies in the manufacturing and 
application cost of this solution. The aim of this work is to 
formulate a design procedure for Helmholtz resonators that 
will be considered as an add-on device to existing pipelines to 
further reduce noise levels in a compressor line (Fig. 1).

Two levels of noise reduction are usually requested in a 
compressor line i.e. compressor and pipeline. The first one is 
at the compressor level as introduced previously and the other 
one is within the pipelines. In this paper, the focus will be on 
the design of a fit resonator for pipelines bearing in mind that 
characteristics of the compressor are known. The objective is 
then to identify a design method to fit the right resonator in 
terms of shape and size on the current pipeline connected to a 
known compressor.

Figure 1. Source of noise reduction in a compressor line

SOURCES OF NOISE IN CENTRIFUGAL 
COMPRESSORS

Noise originates from various sources within compressors 
in downstream oil sector. The most critical source of noise 
in centrifugal compressors is considered to be the blade 
passing noise which mostly characterizes the gas flowing to 
the pipelines. This noise arises from the interaction between 
the impeller blade and the stationary diffuser vanes [1-3]. It 
is widely known that blade passing frequency (BPF) noise 
components come from the circumferential flow distortions 
upstream and downstream of the impeller [4]. The interaction 
between the impeller blades as it passes by the stationary 
diffuser vane causes a pressure pulsation which leads to the 
development of positive and negative vortices. 

The interaction of these vortices as they move along the flow 
path creates the discrete frequency noises of the blade passing 
frequency. Conventionally the BPF falls between 1000 Hz to 
4500 Hz, usually depending on the speed of the compressor 
and the number of impeller blades [1]. This range falls within 
human hearing sensitivity which adds to the irritating nature 
of this noise. Although the BPF may be considered to be the 
most annoying aspect of compressor noise, at supersonic flow 
conditions another source of noise arises in the form of buzz 
saw noise. The BPF noise and the buzz saw noise coupled 
together can lead to structural failure due to fatigue especially 
at pipe nipples, stubs, and instrumentation connections. In any 
centrifugal compressor as the fluid flow exits the impeller, the 

A thorough design methodology of one and two degrees of freedom Helmholtz resonators leading to optimised transmission 
loss is described and validated in this paper. Numerical simulations of acoustic wave propagation in pipelines fitted 
with designed resonators have shown great agreement with analytical modelling and experimental tests. The Helmholtz 
resonator concept has been analysed in various configurations to evaluate the effect of the size and arrays on the overall 
noise attenuation performance. Using this method to directly dimension geometry aspects of the resonators followed by 
numerical computation of the sound pressure levels has shown that considerable sound attenuation could be achieved.
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flow distribution is distorted. Specifically, such distorted flow 
is characterised by a low angle (relative to a tangent to the 
impeller circumference) fluid flow exiting most prominently 
adjacent to the shroud side of the diffuser. In the past, this 
distorted flow has been shown to cause severe compressor 
performance problems [5]. Due to the design of the compressor, 
the inlet and discharge pipes are relatively more susceptible 
to noise transmission that the compressor casing itself. Noise 
propagates through the medium of least resistance and since 
the piping at the inlet has thinner walls when compared to the 
compressor casing, this provides a path of lower resistance 
for noise propagation. Between the inlet and the discharge, 
investigations have found that higher vibration and noise levels 
emanate from the discharge. At the inlet, the primary source 
of noise is the rotor-alone noise, while at the diffuser the BPF 
noise is dominant [2].

HELMHOLTZ PRINCIPLE
However in recent years, an add-on solution using 

the Helmholtz concept has been developed in the form of 
Helmholtz resonators. A Helmholtz resonator operates on 
the phenomenon of air resonance in a cavity, the pressure 
inside a cavity increases when air is forced into it. When the 
air source is removed, the air pressure inside the cavity flows 
outwards. This outward air pressure tends to overcompensate 
due to the inertia of the air in the neck this causes the pressure 
inside the cavity lower than the outside letting the air to come 
back into the cavity. This continues with a decrement in the 
pressure magnitude every time. There exist many variations of 
the Helmholtz resonators in the form of a quarter-wavelength 
resonator [6], branched type resonator [5] and duct resonators 
[1, 2]. Some of them are already studied and published with 
some of their characteristics [7]. The authors have focused on 
a lumped element model for this study because of the expected 
practical application in industrial plants.

LUMPED ELEMENT MODEL OF THE 
HELMHOLTZ RESONATOR

The Helmholtz resonator acts as an acoustic filter 
element. The dynamic behavior of the Helmholtz resonator 
can be modelled as a lumped system if the dimensions of the 
Helmholtz resonator are smaller than the acoustic wavelength. 
The air in the neck is considered as an oscillating mass and the 
large volume of air is taken as a spring element [4]. Damping 
appears in the form of radiation losses at the neck ends and 
viscous losses due to friction of the oscillating air in the neck. 
Figure 2 shows this analogy between the Helmholtz resonator 
and a vibration absorber with defined parameters [8]. In Fig. 2, 
Ma is the acoustic mass of the resonator and Mm is the mass 
of the mass-spring-damper system. F is the force applied at 
the resonator neck entrance and P is the pressure at the neck 
entrance. V and Ra are respectively the cavity volume and 
acoustic damping capacity of the Helmholtz resonator. K and 
Rm are respectively the stiffness and damping capacity of the 
mass-spring-damper system. ω is the excitation frequency.

Figure 2. Helmholtz resonator and vibration absorber

DESIGN PROCEDURE FOR ONE AND TWO 
DOF RESONATORS

It is aimed in this part of the paper to establish a parametric 
design procedure which will be used to dimension resonators 
of one and two degrees of freedom (DOF) capable of reducing 
noise and securing a great transmission loss of noise starting from 
a known compressor line where the blade passing frequency 
and the pipeline geometry are already known. The procedure 
proposed by the authors considers the resonating frequency and 
transmission loss equations from [9] and [10]. The procedures 
are explained hereafter. The one DOF resonator has only one 
resonant frequency hence one peak for transmission loss while 
two DOF resonators exhibit two resonant frequencies, thereby 
giving two peaks for transmission loss [11]. 

Design of a one degree of freedom resonator
The resonating frequency and transmission loss for a one 

DOF Helmholtz resonator are represented by Eqs. (1) and 
(2), respectively [8, 10]. There are four design parameters 
corresponding to Lc, Ln, ac and an that represent the cavity and 
corrected neck lengths, and the cross sections, respectively, 
as shown in Fig. 3. Damping appears in the form of radiation 
losses at the neck ends, and viscous losses due to friction of the 
oscillating air in the neck.

Figure 3. Single degree-of-freedom Helmholtz resonator

Pe jωt Fe jωt
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Relationships need to be defined to proceed with a suitable 
design. The design procedure to estimate the optimal size for 
the resonator needs to satisfy a couple of conditions derived 
from Eqs. (1) and (2).

		 f = - + +
c 3Ln + LcA 3Ln + LcA  2 3A

2Ln
3 2Ln

3 Ln
3 Lc2π 	

(1)

where A is the area ratio defined in Eq. (4) and c is the speed 
of sound in the medium. The only restriction in the theory is 
the cavity diameter that must be less than a wavelength at the 
resonance frequency. On applying the transfer matrix method 
[7], the transmission loss is obtained as

TL = 10log10  1 +
an   (1/ A) tan(kLc) + tan(kLn)      2

2ad   (1/ A) tan(kLn) + tan(kLc)-1 	
(2)

where k is the wave number.
Expressing the areas an and ac given by Eqs. (A2) and (A3) 

respectively, and using the condition of solution existence (see 
appendix A), this leads to a condition on the frequency given 
by

f < 0.2756 c
Lc	

(3)

This condition will be considered as an initial necessary 
condition for the design of the resonator when the BPF is 
known.

The second equation given by Eq. (4) is defined as the ratio 
between the cross sections. It is derived from the optimum 
transmission loss of Eq. (2) in which the denominator provides 
a relationship for the resonance frequency, as shown in Eq. (2). The 
frequency is a function of the cavity dimensions as expressed in 
Eq. (1) [12]. This second condition will be considered as the 
sufficient condition to complete the design of a single degree 
of freedom resonator.

A =      = tan(kLn). tan(kLc)
ac
an 	 (4)

Since the procedure is based on one-dimensional wave 
propagation, for a successful noise attenuator, the length to 
diameter ratio of the neck connected should not be less than 
1 as the discrepancy between the analytical results and the 
experiment is largest for length/diameter of this order [7, 13].

The design procedure is organised hereafter:
i.	 	Specify the frequency to be attenuated. 

ii.	 Assume values for A (sections ratio) within the range 0.1 to 1.

iii.	 	Determine the maximum value of Lc from Eq. (3).

iv.	 	Calculate the values of Ln from Eq. (4) using next step.

v.	 	Define a value of Δ to determine a set of lower values for 
Lc using Lc= Lc- Δ, and hence the corresponding  Ln  set of 
values. Δ is chosen to be small in the same unit as Lc  and 

Ln, if mm then Δ will be 1, 2 or 3 mm for example (this will 
show optimum values of both Lc and Ln for maximum TL). 

vi.	 The optimum dimensions i.e. Lc and Ln are selected when 
satisfying Eq. (2) and to provide the maximum transmission 
loss.

vii.		In order to combine the effects of end correction factors, 
Eq. (5) can be used [7, 14] 

ln = Ln - δ1 - δ2	 (5)

The end correction factor δ2 is given by [10]

δ2 = 0.48 an(1 - 1.25  A)	 (6)

The end correction δ1 between the circular neck and main duct 
is approximated by 

δ1 = 0.46
an

2 	
(7)

viii.	  After calculating the optimised dimensions, the resonator 
can be designed for lc= Lc and ln= Ln - δ1- δ2 for the A 
which gives maximum transmission loss. Figure 3 shows 
one of the examples based on this design methodology.

Design of a two degree of freedom resonator
Let the dual frequencies f1 and f2 to be attenuated, 

a.	 Following the procedure for two DOF resonators calculate 
the values of the radius, neck length and the volume of the 
first resonator i.e. Rn1, ln1, V1, respectively. Calculate the 
ratio (γa /γl) which satisfies the necessary condition derived 
from Eq. (B1) (procedure explained in Appendix B).

b.	

f12 f22

f22 f12+ ≥ 2  1 +
2γa
γl 	

(8)

where  
an2
an1

2γa = , 
ln2
ln1

γl = , and an1, an2 are the area of cross 

sections of the first and the second neck and ln1 and ln2 their 
respective lengths. 

c.	 Let 
anl
lnl

α =  and 
an2
ln2

β =

γa
γl

 can be determined from Eq. (8) as well as 
α
β  since it is equal 

to the same ratio. 

d.	 By using the following frequency equation, V1 and V2 can 
be calculated in terms of α and β.

		
f1,2 = + +± -4+ +

c α ααβ βββ β 2

2 2π V1 V1V1V1 V2V1V2 V2 	
(9)
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Equation (9) is the dual frequency expression rewritten in 
this form from Xu et al. [10].

e.	 Now the transmission loss can be calculated using Eq.(10) 
but rewritten and plotted with respect to α and β for 
getting the optimum 

α
β  or maximum transmission loss. 

The corrected lengths can be converted to original lengths 
used for design by following step (vi) of the one degree-of-
freedom design procedure.

β

TL = 20log10 1 +

2ad ik + α

α

V2
ikV1 V2V1k2

V2 + V1 -
1 -

	 (10)

where ad is the cross section area and k is the wave number.

Figure 4. Dual Helmholtz resonator [10]

 
This method has been applied to design a two DOF resonator 

for a pipeline. Referring to Fig. 4, the values can be correlated. 
The corresponding volume of the first and second cavities 
simulated have V1=3706 cm3 and V2=1853 cm3, respectively. 
Figure 5 shows the transmission loss distribution depending 
on the dimensional parameters ratios α and β. An indepth 
analysis of the level of transmission loss that could be achieved 
shows that optimisation can be done based on the acceptable 
manufactured necks in terms of diameters and lengths. Hence 
as shown in Fig. 5(a) the maximum transmission loss obtained 
from simulation could be achieved with α towards 1 while 
β within 0.2. Therefore, the first neck cross section an1 is 
proportional to its length Ln1 e.g. the neck length will be two 
orders higher than the neck’s diameter (d 2

n1=4Ln1/π), while β 
shows that the second neck cross section is less than 20% of 
the length Ln2. As α moves towards zero and  β towards 0.2, the 
first neck cross section becomes very small with respect to its 

length (d 2
n1= α4Ln1/π), while the second cross section remains 

similar as in previous case. This trend is fairly conserved for 
the second frequency in Fig. 5(b).

It is worth noticing from the numerical simulations using 
COMSOL Multiphysics that these frequencies are higher 
enough so that higher modes, in addition to planar wave, can 
propagate depending on the size of the main duct.

Figure 5. Transmission loss distribution versus ratios α and β for two 
degrees of freedom resonator applied to a pipeline for two different 
frequencies at 5000 Hz (a) and 3000 Hz (b)

NUMERICAL SIMULATIONS FOR ONE AND 
TWO DOF RESONATORS

3-Dimensional numerical simulation for one degree of 
freedom resonator

The following example is applied to an industrial plant. 
A cylindrical Helmholtz resonator was designed using the 
design procedure for one degree-of-freedom discussed earlier. 
Sound pressure levels showing transmission loss have been 
numerically computed using the COMSOL Multiphysics 
Acoustics module. The blade passing frequency that was 
attenuated was measured at the suction pipe of a compressor 
located in one of the plants of Saudi Aramco. Figure 6 shows 

(a)

(b)
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the corresponding sound pressure level versus frequencies. The 
simulation results are shown for a pipe with one resonator in 
Fig. 7, and with an array of resonators in Fig. 8. The maximum 
achieved noise attenuation was around 30 dB. The dimensions 
that were taken to model the resonators were found for A=0.1 
corresponding to rneck= 1 mm, lneck=3.74 mm, rcavity=3.16 mm, 
lcavity=6.21 mm. A sudden decrease in the sound pressure levels 
can be visualized in Fig. 9 when comparing a pipe fitted with 
a resonator whether it is single or in an array with a non-fitted 
pipe. When an array of identical resonators is added on the 
same location around the perimeter of the pipe (Fig. 8), it was 
observed from the numerical simulation that the sound pressure 
attenuation has improved by about 15% as shown in Fig. 9(b). 
This shows the advantage of using arrays rather than single 
resonator although the attenuation offered by the array has a 
very limited incremental range (Fig. 9). Also, the reduction 
of sound pressure level at the resonance frequencies is very 
narrow since damping and viscosity effect were not considered 
in the simulation. The little increase in noise level above the 
resonating frequency may indicate that the reference pressure 
used for the computations is higher than the measured pressure 
level. As known from Helmholtz resonators, the damping 
appears in the form of radiation losses at the neck ends, and 
viscous losses due to friction of the oscillating air in the neck. 
Neglecting the damping at this stage of numerical simulations 
by COMSOL will only have little effect on the results since 
the structure is stiff while the system with resonators is by 
definition damping-controlled.

Figure 6. Suction pipe narrow band sound pressure level of a measured 
compressor (from Dresser Rand)

3-Dimensional numerical simulation for two degrees of 
freedom resonator

The dual resonators used by Xu et al. [10] were used as 
a benchmark test to validate the analytical design method 
described previously. The same dual resonator was used in the 
COMSOL simulation to validate the level of transmission loss 
obtained analytically. 

Validation of results 
The dual resonator described in Fig. 4 was used in the 

numerical simulation. The main duct was considered with 
a square cross-section of 4.3cm x 4.3cm. The square main 

duct is then connected to a circular impedance tube with 
smooth transitions that retain a constant cross-sectional 
area development. The following figures show the results of 
simulation as generated by COMSOL Multiphysics in the 
Acoustics module, and showing relative noise attenuation in 
Figs. 7 and 8 and in Figs. 12 and 13. The input frequency was 
varied and the acoustic response of the system was recorded. 
As the figures show, there is a noticeable reduction in noise 
levels. There is nearly a 20 dB decrease in noise levels at the 
73 Hz resonant frequency and a 25 dB decrease in noise levels 
at the 166 Hz resonant frequency. The noise response of the 
dual Helmholtz resonator versus frequency is shown in Fig. 11. 
Using the stated equations for two DOF resonators, the results 
match the analytically calculated values with an error of 1%.

Figure 7. Sound pressure levels distribution at 3556 Hz on the surface 
of the pipe without and with one DOF single designed resonator with a 
closer view of the tuned resonator.

Figure 8. Sound pressure levels distribution at 3556 Hz on the surface 
of the pipe without and with one DOF of four designed resonators with 
a closer view of the tuned resonator.

Experimental tests
The experiment included a main square section duct 

(43x43mm) and one two degree of freedom resonator formed 
of two cylinders which dimensions are shown in Fig 4 [10]. 
The main duct has a square cross section and was connected 
to a circular impedance tube. The apparatus used in the 
experiments  to measure the transmission loss is based on two-
microphone technique applied on the impedance tube set-up 
[15]. Along with the random sound input, B&K Multichannel 
Analysis System Type 3550 has been used. Throughout the 
frequency range of interest, the reflection coefficient measured 
on the downstream side of the resonator was ensured, by an 
appropriate termination, to remain below 0.1 which translates 
to accurately measured transmission loss.
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Figure 9. Sound pressure levels comparison without and with resonators, (a) pipe with a single designed one DOF resonator, (b) pipe with four 
designed single DOF resonators. Sound pressure measured at the end of the main duct which length is 1.2m and hosting the resonators. The source 
is a random noise signal

Figure 10. Sound pressure levels at the resonating frequency (a) 73 Hz, (b) 166 Hz

Figure 11. A comparison of transmission loss with published experimental results [10] for a single 2 DOF resonator

(a)

(a) (b)

(b)
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Figure 12. Sound pressure levels distribution at 3556 Hz on the surface of the pipe without and with two DOF designed resonators. A closer view of 
sound pressure levels distribution at 3556 Hz on the surface of the pipe with and without two DOF designed resonators

Figure 13. Sound pressure levels distribution at 2712 Hz on the surface of the pipe without and with two DOF designed resonators. A closer view 
of sound pressure levels distribution

Simulation of array resonators
A 2 DOF cylindrical Helmholtz resonator was designed 

using the design procedure. This time two highest peaks from 
Fig. 6 were taken to be attenuated by designing resonators.  
The simulation shown in Figs. 12 and 13 gives an idea of the 
degree of attenuation received where the pipes with the array 
of resonators is able to attenuate the noise by around 30-40 dB 
for both frequencies. The values of α and β used are 1.2 and 
0.07142 so as to satisfy Eq. (9), i.e. the ratio, α/β≤ 0.07522 for 
frequencies 3556 and 2712 Hz. 

CONCLUSIONS
A new design procedure has been proposed and validated in 

this paper for noise attenuation using Helmholtz resonators in 
pipelines. Applied to one and two of Helmholtz resonators, the 
designed models of resonators have been verified numerically 
using COMSOL. All analytical and numerical results were 
validated using experimental results from published data. 
Attenuation of around 40 dB has been achieved which proves 
not only the efficiency of the proposed design procedure but 
also the straightforward method to dimension the resonators.
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Appendix A - One degree of freedom resonator
The equation for angular resonating frequency of one 

degree of freedom resonator is given by [7]

ω = c +- +
3Ln + LcA 3Ln + LcA  2 3A

2Ln
3 2Ln

3 Ln
3 Lc	

(A1)

where                        

A =
an
ac  

an is the cross section area of the neck, ac is the cross section 
area of the cavity, Ln is the corrected neck length, Lc is the 
length of the volume, and c is the speed of sound.

Solving  Eq. (A1) for the two areas of cross sections results 
in 

		 ac (-3c2 ω2 LnLc - ω4 Ln
3 Lc)an = c2 (-3c2 + ω2 Lc

2) 	
(A2)
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anc2 (-3c2 ω2 Lc
2)

ac = (-3c2 ω2 LnLc - ω4 Ln
3 Lc) 	

(A3)

From  these  two equations it is obvious for the two 
cross section areas to be positive, the denominator should be 
negative for Eq. (A2) while the numerator should be negative 
for Eq. (A3), that is 

-3c2 + ω2 Lc
2 < 0	 (A4)

where

ω <
3c2

Lc
2

The resonating frequency then becomes

1
2π

f < = 0.2756
3c2 c
Lc

2 Lc

Appendix B - Two degree of freedom resonator
The equation for angular resonating frequency of two 

degree of freedom resonator is derived from Eq. (1) and is 
given by

		
f1,2 = ±+ ++ + - 4

c α α αβ β ββ β    2

2 2π V1 V1 V1V1 V1 V2V2 V2 	
(B1)

where

α = β =and
an1 an2

ln1 ln2

Therefore, Eq. (B1) can be expressed as

f1,2 = ±+ ++ + - 4
c an1 an1 an1an2 an2 an2an2 an2    2

2 2π ln1V1 ln1V1 ln1V1ln2V1 ln2V1 ln2V2ln2V2 ln2V2 	
(B2)

Equation (B2) can be solved for the volumes of the first and second cavities, which are given by
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The equation for angular resonating frequency of two degree of freedom resonator is derived from Eq. (1) and is 

given by 
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Equation (B2) can be solved for the volumes of the first and second cavities, which are given by 
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The two volumes V1 and V2 are real if the expressions in square root are positive or zero. Hence, a new condition 

emerges and is given by 

 

2 2
1 2 2 1

2 2
2 1 1 2

22 1 n n

n n

f f a l
f f a l

  
    

                                                                                                 (B5)
 

 

which can also be written as 

 

2 2
1 2

2 2
2 1

22 1 a

l

f f
f f




  
    

      

2

1

n
a

n

a
a

 

      
2

1

n
l

n

l
l

 

 
 

 

  

	

(B4)

The two volumes V1 and V2 are real if the expressions in square 
root are positive or zero. Hence, a new condition emerges and 
is given by

f12 2an2lnlf22

f22 an1ln2f12+ ≥ 2 1 +
	

(B5)

which can also be written as

f12 2γaf22

f22 γlf12+ ≥ 2 1 +

an2γa =
an1    ,    

ln2γl = ln1
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This paper shows how to compute vibrations of a double-leaf plate with random inhomogeneities in its components. The
components are two plates and reinforcement beams. The modelling method is based on the variational principle for elastic
plates and beams. In addition to the deformation of individual components, the model includes contributions from junctions
between components, e.g., rigidly of the connection between a beam and a plate. The model does not restrict the junctions to
be perfectly straight. The beams are allowed to have a small random twist. The junction rigidity is included as potential energy
in addition to the strain and the kinetic energies of the components. The random inhomogeneities are simulated as continuous
smooth random functions. A random function is realized using a predetermined probability density function and a power
spectral density function. The vibration is then computed from a set of random functions. The numerical simulations show
that the random stiffness affects the behaviour of the structure in a wide frequency range. Whereas the junctions affect the a
lower frequency vibrations. The root-mean-square velocity of surface vibration level shows changes at resonance frequencies
depending on the random functions.

INTRODUCTION
This paper presents a theoretical and computational model

of vibrations of a double-leaf plate when it is subjected
to some external forces. Double-leaf plates have a high
strength-to-weight ratio, and are used in many lightweight
constructions. Acoustic properties of double-leaf plates are
more difficult to predict than those of single plates, because of
a high number of components that make up typical double-leaf
plates. A simple design of a double-leaf plate would have
two plates sandwiching reinforcement parallel beams. There
are various methods of joining the two components such as
nails and glue. The large number of distinct components
and the complexity of the junctions make the mathematical
representation of the double-leaf plate difficult. The often
used finite element method (FEM) would represent the junction
between a plate and a beam as a ‘T’ shaped continuous
object. This is not true in most cases because the connection
at the junction is not perfect, while additionally the material
properties of the plate and the beam may be completely
different. In other cases, the FEM would require microscopic
descriptions of the junction, for example describing how the
nails react to various forces and affect the surrounding material.
This paper uses an alternative way of modelling the junctions.
A junction is modelled by the amount of energy required for
any particular way of deformation of the junction. The amount
of energy at the junction will be large or small if the bonding is
strong or weak.

The conventional deterministic models of double-leaf plates
that use the partial differential equations of Kirchhoff plates and
Euler beams can predict low frequency vibrations (see [1, 2, 7,
8, 9]). The parameters of the equations are constants such as
mass density and Young’s modulus. However the vibration of a
double-leaf plate becomes unpredictable above the 5th resonant

frequency, which in the case of a 3.2m-by-5.1m structure is
about 80 Hz. This particular dimension is chosen because of
author’s past experience with an experimental programme on
timber-framed floor/ceiling systems (see [2]). One can find
variations in the vibrations of apparently identical composite
structures. The discrepancy may come from the manufacturing
inconsistencies or random inhomogeneities in the components
themselves. The unpredictability of the vibrations of composite
structures have been known for many years, and modelled
using various methods such as perturbation, scattering, and
asymptotic methods. All of these methods assume the
irregularities in the structure to be small compared to the
wavelengths, and hence terms higher than first-order are
negligible. This is not true for most engineered products.

Another popular modelling method for double-leaf plates
is Statistical Energy Analysis (SEA). In order to use SEA, a
structure needs to be divided into sub-systems that interact with
their neighbouring systems. Two neighbouring sub-systems
are related by a loss factor that is determined either from
experiments or theoretical models. Measurements and
theoretical predictions of various types of double-leaf plates are
considered in [3, 4]. SEA has been used successfully to predict
the surface vibration level above 300 Hz. However SEA is not
suitable for computing the vibrations in the frequency range of
concern here.

In this paper the deformation of each component is computed
using the variational principle. The energy density functions
for individual components and junctions are derived using the
Kirchhoff plate, Euler beam models and Hooke’s law. Once
the integral form of the total energy in the double-leaf plate is
obtained from the functions of the deformation of individual
components of the double-leaf plate, the true solution will
give the minimum of the integral form. The solution will be
computed using the Fourier series expansion of the solution
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This paper shows how to compute vibrations of a double-leaf plate with random inhomogeneities in its components. The
components are two plates and reinforcement beams. The modelling method is based on the variational principle for elastic
plates and beams. In addition to the deformation of individual components, the model includes contributions from junctions
between components, e.g., rigidly of the connection between a beam and a plate. The model does not restrict the junctions to
be perfectly straight. The beams are allowed to have a small random twist. The junction rigidity is included as potential energy
in addition to the strain and the kinetic energies of the components. The random inhomogeneities are simulated as continuous
smooth random functions. A random function is realized using a predetermined probability density function and a power
spectral density function. The vibration is then computed from a set of random functions. The numerical simulations show
that the random stiffness affects the behaviour of the structure in a wide frequency range. Whereas the junctions affect the a
lower frequency vibrations. The root-mean-square velocity of surface vibration level shows changes at resonance frequencies
depending on the random functions.

INTRODUCTION
This paper presents a theoretical and computational model

of vibrations of a double-leaf plate when it is subjected
to some external forces. Double-leaf plates have a high
strength-to-weight ratio, and are used in many lightweight
constructions. Acoustic properties of double-leaf plates are
more difficult to predict than those of single plates, because of
a high number of components that make up typical double-leaf
plates. A simple design of a double-leaf plate would have
two plates sandwiching reinforcement parallel beams. There
are various methods of joining the two components such as
nails and glue. The large number of distinct components
and the complexity of the junctions make the mathematical
representation of the double-leaf plate difficult. The often
used finite element method (FEM) would represent the junction
between a plate and a beam as a ‘T’ shaped continuous
object. This is not true in most cases because the connection
at the junction is not perfect, while additionally the material
properties of the plate and the beam may be completely
different. In other cases, the FEM would require microscopic
descriptions of the junction, for example describing how the
nails react to various forces and affect the surrounding material.
This paper uses an alternative way of modelling the junctions.
A junction is modelled by the amount of energy required for
any particular way of deformation of the junction. The amount
of energy at the junction will be large or small if the bonding is
strong or weak.

The conventional deterministic models of double-leaf plates
that use the partial differential equations of Kirchhoff plates and
Euler beams can predict low frequency vibrations (see [1, 2, 7,
8, 9]). The parameters of the equations are constants such as
mass density and Young’s modulus. However the vibration of a
double-leaf plate becomes unpredictable above the 5th resonant

frequency, which in the case of a 3.2m-by-5.1m structure is
about 80 Hz. This particular dimension is chosen because of
author’s past experience with an experimental programme on
timber-framed floor/ceiling systems (see [2]). One can find
variations in the vibrations of apparently identical composite
structures. The discrepancy may come from the manufacturing
inconsistencies or random inhomogeneities in the components
themselves. The unpredictability of the vibrations of composite
structures have been known for many years, and modelled
using various methods such as perturbation, scattering, and
asymptotic methods. All of these methods assume the
irregularities in the structure to be small compared to the
wavelengths, and hence terms higher than first-order are
negligible. This is not true for most engineered products.

Another popular modelling method for double-leaf plates
is Statistical Energy Analysis (SEA). In order to use SEA, a
structure needs to be divided into sub-systems that interact with
their neighbouring systems. Two neighbouring sub-systems
are related by a loss factor that is determined either from
experiments or theoretical models. Measurements and
theoretical predictions of various types of double-leaf plates are
considered in [3, 4]. SEA has been used successfully to predict
the surface vibration level above 300 Hz. However SEA is not
suitable for computing the vibrations in the frequency range of
concern here.

In this paper the deformation of each component is computed
using the variational principle. The energy density functions
for individual components and junctions are derived using the
Kirchhoff plate, Euler beam models and Hooke’s law. Once
the integral form of the total energy in the double-leaf plate is
obtained from the functions of the deformation of individual
components of the double-leaf plate, the true solution will
give the minimum of the integral form. The solution will be
computed using the Fourier series expansion of the solution
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over the basis functions in the x and y-directions, which is
possible because of the rectangular shape of the structure. The
irregularities, the stiffness (Young’s modulus) of the two plates,
junctions and the small twist in the beams, are included using
their Fourier components. The Fourier representation of the
solution keeps the computation cost low. The computation
cost is determined by the number of Fourier terms. In this
paper 20×20 terms are used for a plate and 20 terms for a
beam. On the other hand, the computation cost of using FEM is
dependent on the resolution of the finite element mesh that must
be generated for a whole 3-dimensional double-leaf plate. The
junctions will need high resolution mesh to capture the small
deformation.

In addition to the simplified junction model, a few selected
parameters are simulated as random functions (or random
process) with pre-assigned power spectral density (PSD)
functions and probability density functions (PDFs). The
parameters are the stiffness of the plates, the rigidity of the
junction, and shape of the beams. Each random function
is assumed to be stationary, and thus its PDF is identical
everywhere at any spatial location. This paper follows the
method given in [6], in which only 1-dimensional examples
are given. In this paper, 2-dimensional random functions are
used to simulate the irregular stiffness of the top and bottom
plates. The extension from 1 to 2 dimensional random function
is straightforward. The computation is carried out for each of
the random functions and the results (vibrations of the top plate)
are studied using the root-mean-square velocity and the spatial
distribution of the variance of the vibration amplitude. The
computation time of, say 5000 simulations, for each random
function was approximately 2 to 3 hours using MatLab on a
desktop computer.

x

y

y

Figure 1. Depiction of a double-leaf plate. Cross section (left) and the
view from the top (right). The origin of the coordinate system is at the
lower corner

MODELLING AND MATHEMATICAL
FORMULATION

Variational formulation
The deflection of the individual components is the solution,

which will be computed in this paper. A local coordinate

Figure 2. Depiction of the model for the coupling conditions
between the plate (top) and the beam (bottom). The springs give
the resistance to the rotational (left), vertical (centre), and horizontal
(right) movements

system is used for each component, that is, the origin is
placed at the corner of each plate, and each beam has the
origin at one end (see Fig. 1). Here the simple harmonic
vibration is considered, and hence the solutions will have the
form Re [w(x,y)expiωt] where ω is the radial frequency. The
deflection of each component is denoted by w1(x,y), w2(x, j),
and w3(x,y) for the top plate, jth beam, and the bottom
plate, respectively. Other parameters and functions will be
denoted with the corresponding subscripts 1, 2, or 3 for the
top plate, beams, and bottom plate, respectively. For example,
the thickness of the top plate is denoted by h1, and the mass
density of the bottom plate will be ρ3, and so on. The
length (x-direction) and the width (y-direction) are A and B,
respectively. Hence the plates cover the area (x,y) ∈ [0,A]×
[0,B], and the beams are modelled as one dimensional objects
for x∈ [0,A]. The beams have the same size, density, and elastic
modulus.

We choose the variational formulation using the Lagrangian
of the deflection to compute the vibration field of the structure.
The vibration field of the structure is found by constructing
the Lagrangian of the total energy in the structure (see [10]).
The solution will be found by minimizing the Lagrangian. The
Lagrangian for the whole structure is given by the following
general form for the given deformation of the structure.

L =
∫ T

0

∫

V
{P(t)+K (t)−F (t)} dvdt, (1)

where P is the potential energy, K is the kinetic energy,
and F is the work done to the object. The integral is taken
over the volume of the elastic body and the period of time T .
Here the integral will be taken over the plates and beams. The
integral over time need not be considered because the vibration
is simple harmonic.

The classical Kirchhoff (thin elastic) plate model expresses
the strain energy and kinetic energy of a thin elastic plate, which
has non-moving boundary, by

P1 =
1
2

∫ A

0

∫ B

0
D1(x,y)

∣

∣∇2w1
∣

∣

2
dxdy (2)

K1 =
ρ1h1ω2

2

∫ A

0

∫ B

0
|w1(x,y)|2 dxdy (3)

where D1(x,y) = E1(x,y)h3
1/

(

12
(

1−α2
))

is the flexural
rigidity and ρ1, h1, E1 and α are the density, the plate thickness,

Young’s modulus and Poisson ratio, respectively. Note that the
effect of rotation is neglected in K1. The minima of Eq. (1) is
the solution of the thin plate equation,

∇2 (D1(x,y)∇2w1(x,y)
)

−ω2m1w1(x,y) = p(x,y) (4)

where m1 = ρ1h1 is the mass density per unit area, and p
is the effective pressure acting on the plate. The above
differential equation is useful when an analytical solution can
be considered. We however deal with irregular structural
properties, and therefore the solution method is numerical. The
energies for the bottom plate are given by the same formulae
with P3 and K3 for w3.

The strain and kinetic energies for the Euler beams are given
by

P2 =
1
2

S

∑
j=1

∫ A

0
E2I

∣

∣w′′
2(x, j)

∣

∣

2 dx (5)

K2 =
ρ2h2ω2

2

S

∑
j=1

∫ A

0
|w2(x, j)|2 dx (6)

where E2 and I are the Young’s modulus and the moment of
inertia of the beam, and ρ2and h2 are the mass density per unit
length and the thickness of the beam, respectively. The primes
′′ on w indicate the second derivative with respect to x.

The combination of Kirchhoff plates and Euler beams
has been used successfully in [2] to predict vibrations
of timber-framed floor/ceiling systems. An example of
comparison between the theoretical prediction and the
experimental measurement is shown Fig. 3. Figure 3 shows the
root-mean-square velocity of the bottom plate. The theoretical
prediction disagrees with the experimental measurement above
80 Hz. The model of the double-leaf plate in [2] includes cavity
air, damping in timber components, and various attachments
used in construction of real building structures. In this paper
the model is simplified to to keep the computation minimum.
Furthermore the purposes of this paper are to study the effects
of the randomness in the structure and show how the random
functions can be included in the method of solution.

20 40 60 80 100 120 140 160 180 200
20

30

40

50

60

70

80

Frequency (Hz)

 !
<

v
2
>

, 
d
B

 (
re

: 
5
x
1
0
!

8
 m

/s
)

Figure 3. Comparison between the theoretical prediction (dashed) and
the experimental measurements (solid)

Coupling at the junctions
In addition to the strain and kinetic energy, we include the

energy contributions from the junctions due to the discrepancy
in the displacement of the two components (see Fig. 2). The
potential energies at the junctions are given by

Psep
1,2 =

1
2

S

∑
j=1

∫ A

0
σsep (x, j)

∣

∣w1 (x,y j)−w2 (x, j)
∣

∣

2 dx (7)

Pslip
1,2 =

1
2

S

∑
j=1

∫ A

0
σslip (x, j)

∣

∣h1w′
1 (x,y j)+h2w′

2 (x, j)
∣

∣

2 dx (8)

P rot
1,2 =

1
2

S

∑
j=1

∫ A

0
σrot (x, j)

∣

∣w′
1 (x,y j)−w′

2 (x, j)
∣

∣

2 dx (9)

where ′ indicates the derivative with respect to x and σsep, σslip,
and σrot are the Hooke’s constants for springs resisting the
relative separation, slippage and rotation, respectively. These
functions are defined along the beams and have the single
variable x. The subscripts of P indicate the interaction between
either top plate and beams ((1,2)), or bottom plate and the
beams ((3,2)). A simpler model of the junction may let
the separation constant σsep become very large, that is, the
separation is nearly zero and the plate and the beams are always
in contact. The total potential energy, P in Eq. (1), is the sum
of all potential energies from the individual components and
the junctions. In [2] the slippage at the junctions have been
proven to be necessary for predicting the vibration level over
the frequency range shown in Fig. 3.

Method of solution
The method of solution chosen in this paper is the Fourier

expansion method, which is ideal because of the rectangular
shape of the structure. Furthermore the boundary of the plate
is assumed to be simply supported. Thus the basis functions
are sine-functions, further simplifying the solution. Different
basis functions must be chosen when the boundary conditions
are different. There are a few example sets of basis functions
shown in [10] for free or clamped boundaries. Whatever the
basis functions may be, a linear system of equations for the
coefficients of the expansion over the chosen basis functions
can be formulated. Hence the method of solution shown here
will be applicable.

The deflection of the top plate, bottom plate and beams are
expressed by

w1(x,y) =
N

∑
m,n=1

C(1)
mn φm(x)ψn(y) (10)

w3(x,y) =
N

∑
m,n=1

C(3)
mn φm(x)ψn(y) (11)

w2(x, j) =
N

∑
m=1

C(2)
m j φm(x) (12)

for j = 1,2, ...,S, respectively. The basis functions are given
by φm(x) =

√

2/Asinkmx, and ψn(y) =
√

2/Bsinκny, and the
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Young’s modulus and Poisson ratio, respectively. Note that the
effect of rotation is neglected in K1. The minima of Eq. (1) is
the solution of the thin plate equation,

∇2 (D1(x,y)∇2w1(x,y)
)

−ω2m1w1(x,y) = p(x,y) (4)

where m1 = ρ1h1 is the mass density per unit area, and p
is the effective pressure acting on the plate. The above
differential equation is useful when an analytical solution can
be considered. We however deal with irregular structural
properties, and therefore the solution method is numerical. The
energies for the bottom plate are given by the same formulae
with P3 and K3 for w3.

The strain and kinetic energies for the Euler beams are given
by

P2 =
1
2

S

∑
j=1

∫ A

0
E2I

∣

∣w′′
2(x, j)

∣

∣

2 dx (5)

K2 =
ρ2h2ω2

2

S

∑
j=1

∫ A

0
|w2(x, j)|2 dx (6)

where E2 and I are the Young’s modulus and the moment of
inertia of the beam, and ρ2and h2 are the mass density per unit
length and the thickness of the beam, respectively. The primes
′′ on w indicate the second derivative with respect to x.

The combination of Kirchhoff plates and Euler beams
has been used successfully in [2] to predict vibrations
of timber-framed floor/ceiling systems. An example of
comparison between the theoretical prediction and the
experimental measurement is shown Fig. 3. Figure 3 shows the
root-mean-square velocity of the bottom plate. The theoretical
prediction disagrees with the experimental measurement above
80 Hz. The model of the double-leaf plate in [2] includes cavity
air, damping in timber components, and various attachments
used in construction of real building structures. In this paper
the model is simplified to to keep the computation minimum.
Furthermore the purposes of this paper are to study the effects
of the randomness in the structure and show how the random
functions can be included in the method of solution.
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Figure 3. Comparison between the theoretical prediction (dashed) and
the experimental measurements (solid)

Coupling at the junctions
In addition to the strain and kinetic energy, we include the

energy contributions from the junctions due to the discrepancy
in the displacement of the two components (see Fig. 2). The
potential energies at the junctions are given by

Psep
1,2 =

1
2

S

∑
j=1

∫ A

0
σsep (x, j)

∣

∣w1 (x,y j)−w2 (x, j)
∣

∣

2 dx (7)

Pslip
1,2 =

1
2

S

∑
j=1

∫ A

0
σslip (x, j)

∣

∣h1w′
1 (x,y j)+h2w′

2 (x, j)
∣

∣

2 dx (8)

P rot
1,2 =

1
2

S

∑
j=1

∫ A

0
σrot (x, j)

∣

∣w′
1 (x,y j)−w′

2 (x, j)
∣

∣

2 dx (9)

where ′ indicates the derivative with respect to x and σsep, σslip,
and σrot are the Hooke’s constants for springs resisting the
relative separation, slippage and rotation, respectively. These
functions are defined along the beams and have the single
variable x. The subscripts of P indicate the interaction between
either top plate and beams ((1,2)), or bottom plate and the
beams ((3,2)). A simpler model of the junction may let
the separation constant σsep become very large, that is, the
separation is nearly zero and the plate and the beams are always
in contact. The total potential energy, P in Eq. (1), is the sum
of all potential energies from the individual components and
the junctions. In [2] the slippage at the junctions have been
proven to be necessary for predicting the vibration level over
the frequency range shown in Fig. 3.

Method of solution
The method of solution chosen in this paper is the Fourier

expansion method, which is ideal because of the rectangular
shape of the structure. Furthermore the boundary of the plate
is assumed to be simply supported. Thus the basis functions
are sine-functions, further simplifying the solution. Different
basis functions must be chosen when the boundary conditions
are different. There are a few example sets of basis functions
shown in [10] for free or clamped boundaries. Whatever the
basis functions may be, a linear system of equations for the
coefficients of the expansion over the chosen basis functions
can be formulated. Hence the method of solution shown here
will be applicable.

The deflection of the top plate, bottom plate and beams are
expressed by

w1(x,y) =
N

∑
m,n=1

C(1)
mn φm(x)ψn(y) (10)

w3(x,y) =
N

∑
m,n=1

C(3)
mn φm(x)ψn(y) (11)

w2(x, j) =
N

∑
m=1

C(2)
m j φm(x) (12)

for j = 1,2, ...,S, respectively. The basis functions are given
by φm(x) =

√

2/Asinkmx, and ψn(y) =
√

2/Bsinκny, and the
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wavenumbers are given by km = πm/A and κn = πn/B. Note
that the basis functions are orthonormal. The positions of the
joists are given by y= y j, j = 1,2, ...,S. Note that the number of
terms in the series has already been truncated to N to construct
the finite system for the numerical computation. The operations
in Eq. (1) are then expressed using the column vectors of the
coefficients, c1 =

(

C(1)
11 ,C

(1)
21 , · · · ,C

(1)
NN

)

,

c2 =
(

C(2)
11 ,C(2)

21 , · · · ,C
(2)
NS

)

, and c3 =
(

C(3)
11 ,C

(3)
21 , · · · ,C

(3)
NN

)

.
The variational formulation then becomes

1
2





c1
c2
c3





t

L





c1
c2
c3



= ft





c1
c2
c3



 (13)

where L is the matrix from the integrals and f is the vector of
the external forcing, whose elements are given by

∫ A

0

∫ B

0
f (x,y)φm(x)ψn(y)dx (14)

with zero padding for the parts corresponding to c2 and c3.
Here the forcing on the top plate is given by the Delta-function
f (x,y) = f0δ (x− x0,y− y0) for some fixed point (x0,y0) and
a constant force amplitude f0, which makes the integrals
unnecessary. The following will give details how the elements
of L are obtained.

Substituting the Fourier series expansion for the deflections
w1 and w2 into Eq. (8) gives

Pslip
1,2 =

S

∑
j=1

∫ A

0
σslip (x, j)

∣

∣

∣

∣

∣

h1

N

∑
m,n=1

kmC(1)
mn ϕm(x)ψn(y j)

+h2

N

∑
m=1

kmC(2)
m j ϕm(x)

∣

∣

∣

∣

∣

2

dx (15)

where ϕm(x) =
√

2/Acoskmx. Then the above integral will be
obtained by

∫ A

0
σslip(x, j)ϕm(x)ϕm′(x)dx

=
1
A

∫ A

0
σslip(x, j)

(

cos
π(m−m′)

A
x− cos

π(m+m′)

A
x
)

dx

(16)

Notice that this integral is simply the Fourier cosine coefficients
of the function σslip (x, j), which can be computed using the
fast Fourier transform (FFT). The matrix that corresponds to the
separation σsep can be obtained by the similar derivation. More
details for calculating the elements of the matrix are given in
Appendix .

Substituting the series expansion for w1(x,y) into Eq. (2) for
P1 leads to vector and matrix expression for the strain energy
of the top plate. Let the function D1 be separated into
D1(x,y) = D1 + d1(x,y) where D1 is the average stiffness and
d1(x,y) is the deviation from the average. The elements of
the matrix L due to the varying stiffness d1(x,y) are computed

using the integral

N

∑
m,n,

m′,n′=1

∫ A

0

∫ B

0
d1(x,y)C

(1)
mnC(1)

m′n′
(

k2
m +κ2

n
)(

k2
m′ +κ2

n′
)

×φm(x)φm′(x)ψn(y)ψn′(y)dxdy (17)

The constant stiffness D1 will give us a diagonal matrix with
its element D1(k2

m + κ2
n )

2 because of the orthogonality of the
functions {φm} and {ψn}. The above integral is the formula for
the Fourier cosine coefficients for the function d1(x,y), which
can be found using the FFT. Furthermore, the products of cosine
components are obtained by taking the real part of the FFT in x
and y directions. The contribution from the bottom plate can be
derived using the same formula for w3.

In order to include not-so-straight shape of beams, we here
make a few assumptions and keep the model simple. The strain
energy of the beams is computed in the same way as before by
integrating over the x from 0 to A. The shape of jth beam is
denoted by the function of x, θ j(x). Thus the contact between
the top plate and the beam is given by y = y j + θ j(x). We
first take the Taylor expansion of the basis functions along
the junction and omit the higher order terms because θ j(x) is
assumed small.

ψn(y j +θ j(x))≈ ψn(y j)+κnθ j(x)χn(y j) (18)

where χn(y) =
√

2/Bcosκny. Then the displacement of the
plate along the junction, denoted by B j are given by

w1|(x,y)∈B j
=

N

∑
m,n=1

{

ψn(y j)+κnθ j(x)χn(y j)
}

C(1)
mn φm(x) (19)

The expansion for the twisting beams remains the same,
i.e., w2(x, j) = ∑N

m=1 C(2)
m j φm(x). The energy contributions

{

Pslip
i, j ,Psep

i, j

}

(i, j)=(1,2),(3,2)
are now calculated from the above

two expressions.
The potential energy due to the slippage at the twisting beams

is modified and given by

Pslip
1,2 =

σslip

2

S

∑
j=1

∫ A

0

∣

∣h1w′
1(x,y j +θ j(x))+h2w′

2(x, j)
∣

∣

2

1+(θ ′
j(x))2 dx

(20)

and the potential energy due to the separation is

Psep
1,2 =

σsep

2

∫ A

0

∣

∣w1(x,y j +θ j(x))−w2(x, j)
∣

∣

2 dx (21)

The constant σsep will be set to be large so to keep the plates and
the beams in contact always. Here we assume that |θ j(x)|2 �
1 and |θ ′

j(x)|2 � 1. We then have the following simplified
formula.

Pslip
1,2 =

σslip

2

S

∑
j=1

∫ A

0
(h1 +h2)

2 ∣
∣w′

2(x, j)
∣

∣

2 dx (22)

Substituting the series expansion of w2(x, j) gives

Pslip
1,2 =

(h1 +h2)
2

2

S

∑
j=1

N

∑
m,m′=1

kmm′C(2)
m j C

(2)
m′ j

×
∫ A

0
σslip(x, j)ϕm(x)ϕm′(x)dx (23)

SIMULATION OF RANDOM FUNCTIONS
The parameter functions, di(x,y), σslip(x, j) and θ j(x), must

be continuous and smooth because they model real components
and junctions. Thus a series of discrete random numbers along
the junctions or a plate surface will not be adequate. The
methods of generating continuous smooth random functions
have been studied by the signal processing community for many
years (see [5, 11, 12]). Here the random functions are simulated
using the method given in [6], in which a stationary random
process is simulated using a prescribed PDF and PSD. As an
example, the Gaussian distribution is used for the prescribed
PDF here. There are two reasons for the choice of Gaussian
distribution. First, the computation of normally distributed
random functions is simple. Second, the author has not been
able to find any measurements of the PDF of stiffness of timber
products and their junctions. However there is a set of data
of timber beam shape (2.5 m long beams) obtained by SCION
Research in New Zealand (through personal communication).
The histogram of the twist amplitude is shown in Fig. 4. The
standard deviation of the measurements is approximately 0.8
mm. 301 beams were measured at 500 positions. Figure 4
shows the histogram of the measurements at all positions.
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Figure 4. PDF of the twist of dried timber beams

Let S(x) be a random function (or random process) for the
spatial variable 0 ≤ x ≤ A. We assume that S(x) has the
probability p(S ≤ s) and the probability density function pS(s)
at any x ∈ [0,A]. The PDF pS(s) is assumed to be identical for
any x. In other words S(x) is a stationary process. It is further
assumed that S(x) can be expressed by

S(x) =

√

2
M

M

∑
i=1

Qi cos(2πFix/A+Φi) (24)

where Qi, Fi, and Φi are the random variables with some
probability densities. Here M needs to be sufficiently large,

and is set to 100. The above series makes the mean of S(x) zero
for all x ∈ [0,A]. Let us follow the procedure given in [6] to
formulate the PDFs for Qi, Fi, and Φi.

First, the amplitudes {Qi} are assumed to be independent and
identically distributed (i.i.d) random variable with PDF denoted
by pQ(q) for q > 0. The phases {Φi} are also assumed to
be i.i.d and their PDF is given by the uniform distribution in
[−π,π]. The frequencies {Fi} are i.i.d with the marginal first
order continuous PDF denoted by pF( f ) for 0 ≤ f ≤V/2.

The PDF of Fi and the PSD of S(x) denoted by PS( f ) are
related by the formula

pF(| f |) =
2

E [Q2]
PS( f ), −V

2
≤ f ≤ V

2
(25)

where V is some large enough value so that PS( f ) is nearly zero
outside of the range [−V/2,V/2]. Setting the variance of S
to be ν2 gives E

[

Q2
]

= ν2. The PSD function PS( f ) here is
chosen to be simple bell shaped, for example,
PS( f ) = K exp

(

−( f −δ )2/2µ2
)

, where K, δ , and µ will be
varied to simulate effects of changing parameters. An example
is shown in Fig. 7(left).

The characteristic function of the random function S(x) is
given by

ψS(γ) = E
[

eiγS
]

=

[

∫ ∞

0
pQ(q)J0

(

γq
√

M/2

)

dq

]M

(26)

where J0 is the Bessel function of the first kind of order zero.
The PDF for Q is related to the characteristic function of S(x)
by

pQ(q) = q
∫ ∞

0

(

ψS(v
√

M/2)
)1/M

J0(qv)vdv (27)

which is the inverse Hankel transform. For the Gaussian
parameter, the characteristic function is given by
ψS(γ) = exp

(

−ν2γ2/2
)

. Hence the inverse Hankel transform
gives the following PDF of the amplitude

pQ(q) = q
∫ ∞

0

(

exp
(

−Mν2

4
v2
))1/M

J0(qv)vdv (28)

The above integral has the closed form, which is

pQ(q) =
2q
ν2 exp

(

− q2

ν2

)

(29)

This is a Rayleigh PDF, which can be simulated from the two
Gaussian random variables. For example, when the variance
is ν2 = 2, then the amplitudes are simulated by U1 ∼ N (0,1)

and U2 ∼ N (0,1), then Q ∼
√

U2
1 +U2

2 . The histogram of
the simulation result is shown in Fig. 5 along with the target
PDF of normal distribution with the standard deviation

√
2.

The slippage function σslip(x, j) will be generated using the
distribution shown in Fig. 5. The standard deviation of the
distribution will be set to be 3× 106 Nm−1, which is 10% of
the average slippage resistance constant 3× 107 Nm−1. This
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Substituting the series expansion of w2(x, j) gives

Pslip
1,2 =

(h1 +h2)
2

2

S

∑
j=1

N

∑
m,m′=1

kmm′C(2)
m j C

(2)
m′ j

×
∫ A

0
σslip(x, j)ϕm(x)ϕm′(x)dx (23)

SIMULATION OF RANDOM FUNCTIONS
The parameter functions, di(x,y), σslip(x, j) and θ j(x), must

be continuous and smooth because they model real components
and junctions. Thus a series of discrete random numbers along
the junctions or a plate surface will not be adequate. The
methods of generating continuous smooth random functions
have been studied by the signal processing community for many
years (see [5, 11, 12]). Here the random functions are simulated
using the method given in [6], in which a stationary random
process is simulated using a prescribed PDF and PSD. As an
example, the Gaussian distribution is used for the prescribed
PDF here. There are two reasons for the choice of Gaussian
distribution. First, the computation of normally distributed
random functions is simple. Second, the author has not been
able to find any measurements of the PDF of stiffness of timber
products and their junctions. However there is a set of data
of timber beam shape (2.5 m long beams) obtained by SCION
Research in New Zealand (through personal communication).
The histogram of the twist amplitude is shown in Fig. 4. The
standard deviation of the measurements is approximately 0.8
mm. 301 beams were measured at 500 positions. Figure 4
shows the histogram of the measurements at all positions.
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Figure 4. PDF of the twist of dried timber beams

Let S(x) be a random function (or random process) for the
spatial variable 0 ≤ x ≤ A. We assume that S(x) has the
probability p(S ≤ s) and the probability density function pS(s)
at any x ∈ [0,A]. The PDF pS(s) is assumed to be identical for
any x. In other words S(x) is a stationary process. It is further
assumed that S(x) can be expressed by

S(x) =

√

2
M

M

∑
i=1

Qi cos(2πFix/A+Φi) (24)

where Qi, Fi, and Φi are the random variables with some
probability densities. Here M needs to be sufficiently large,

and is set to 100. The above series makes the mean of S(x) zero
for all x ∈ [0,A]. Let us follow the procedure given in [6] to
formulate the PDFs for Qi, Fi, and Φi.

First, the amplitudes {Qi} are assumed to be independent and
identically distributed (i.i.d) random variable with PDF denoted
by pQ(q) for q > 0. The phases {Φi} are also assumed to
be i.i.d and their PDF is given by the uniform distribution in
[−π,π]. The frequencies {Fi} are i.i.d with the marginal first
order continuous PDF denoted by pF( f ) for 0 ≤ f ≤V/2.

The PDF of Fi and the PSD of S(x) denoted by PS( f ) are
related by the formula

pF(| f |) =
2

E [Q2]
PS( f ), −V

2
≤ f ≤ V

2
(25)

where V is some large enough value so that PS( f ) is nearly zero
outside of the range [−V/2,V/2]. Setting the variance of S
to be ν2 gives E

[

Q2
]

= ν2. The PSD function PS( f ) here is
chosen to be simple bell shaped, for example,
PS( f ) = K exp

(

−( f −δ )2/2µ2
)

, where K, δ , and µ will be
varied to simulate effects of changing parameters. An example
is shown in Fig. 7(left).

The characteristic function of the random function S(x) is
given by

ψS(γ) = E
[

eiγS
]

=

[

∫ ∞

0
pQ(q)J0

(

γq
√

M/2

)

dq

]M

(26)

where J0 is the Bessel function of the first kind of order zero.
The PDF for Q is related to the characteristic function of S(x)
by

pQ(q) = q
∫ ∞

0

(

ψS(v
√

M/2)
)1/M

J0(qv)vdv (27)

which is the inverse Hankel transform. For the Gaussian
parameter, the characteristic function is given by
ψS(γ) = exp

(

−ν2γ2/2
)

. Hence the inverse Hankel transform
gives the following PDF of the amplitude

pQ(q) = q
∫ ∞

0

(

exp
(

−Mν2

4
v2
))1/M

J0(qv)vdv (28)

The above integral has the closed form, which is

pQ(q) =
2q
ν2 exp

(

− q2

ν2

)

(29)

This is a Rayleigh PDF, which can be simulated from the two
Gaussian random variables. For example, when the variance
is ν2 = 2, then the amplitudes are simulated by U1 ∼ N (0,1)

and U2 ∼ N (0,1), then Q ∼
√

U2
1 +U2

2 . The histogram of
the simulation result is shown in Fig. 5 along with the target
PDF of normal distribution with the standard deviation

√
2.

The slippage function σslip(x, j) will be generated using the
distribution shown in Fig. 5. The standard deviation of the
distribution will be set to be 3× 106 Nm−1, which is 10% of
the average slippage resistance constant 3× 107 Nm−1. This
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2

average value comes from the experimental measurements in
[2] for the junction between a plywood panel and a timber joist.

The stiffness function d1(x,y) can be similarly simulated
using the expansion

d1(x,y) =
1
M

M

∑
i, j=1

Qi j cos
(

2πFix
A

+Φi

)

cos
(

2πG jy
B

+Ψ j

)

(30)

where the coefficients
{

Qi j
}

are random variables with the
Rayleigh distribution, and Φi and Ψ j are uniformly distributed
random values in [−π,π]. The frequencies Fi and G j are also
generated from Eq. (25) and Eq. (26). In order to prove that
the above expression correctly simulates the random realization
in 2-dimensional space with the correct PSD and PDF, one
needs to extend the derivation given in [6], which is beyond the
scope of this paper. Instead, only the simulated realizations are
numerically confirmed here. The histogram of the simulations
is shown in Fig. 6 with the target PDF of normal distribution
with the standard deviation 1. Again the PSD of d1 (and d3)
is chosen to be a simple bell shaped function. An example
is shown in Fig. 7(right). In the numerical simulations, the
standard deviation of the stiffness of the plates d1(x,y) and
d3(x,y) will be set to be 3% of the average stiffness of the
plates in the following section. The value 3% has been chosen
because the effects of inhomogeneous stiffness start to show at
that value.

NUMERICAL COMPUTATION
The computation results of the solution w1(x,y) are studied

here using the simulated functions σslip(x, j), di(x,y) and θ j(x).
The number of terms for the Fourier expansion was set to be
N = 20. All computation was done using MatLab on a standard
personal desktop computer. No special numerical packages
were used. The parameters for the beams and the plates are
chosen from the well used values for plywood and timber
beams, E1 = E3 = 1010 Pa, E2 = 1.4× 1010 Pa, m1 = m2 =
m3 = 500 kgm−3, A = 5.1 m, B = 3.2 m, h1 = h3 =0.015 m,
h2 =0.3 m, α =0.3, y j = jB/8, j = 1,2, ...,7, and the width of
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Figure 7. Examples of PSDs for the 1 and 2 dimensional random
functions

the beams is 0.045m. The average slippage constant is 3×107

Nm−1, which was determined from the experiments in [2]. The
location of the forcing is (2.85,2.1) with f0 = 1000N.

The PSD of random functions is chosen to mimic what
might be happening at the junctions. It is not obvious to the
author how the conditions can be measured in real composite
structures. On the other hand, the PSD of the shape θ j(x) may
be chosen based on actual measurements. Here each PSD is
simply set to be a bell shaped smooth curve with a peak (Fig. 7).
Two different peak positions have been used to compare the
effects of spatial variations on the solution.

Figures 8 and 9 show the distributions of the variance of
the surface deflection of the top plate when slippage and
stiffness are randomized, respectively. There seems to be
no particular rule how the variance is distributed over the
plate. The distribution varies as the frequency changes. The
slippage affects lower frequency vibrations than it does the
higher frequency ones as shown in Figs. 11(a) and (b). In
Fig. 8, the variance distribution changes from even to localized
distribution as the frequency increases. Figure 9 shows that the
stiffness affects the higher frequency vibrations evenly over the
plate. On the other hand the random stiffness shows localized
effects at lower frequencies. Figure 10 shows the distributions
of the variance of the surface deflection of the top plate when
there is small random twist in the beams. The variance is more
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Figure 8. Contour plot of the variance distribution of the deflection
over the top plate when slippage is random at 100 Hz (a), 150 Hz (b),
200 Hz (c) and 250 Hz (d)
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Figure 9. Contour plot of the variance distribution of the deflection
over the top plate when stiffness of the two plates is random at 100 Hz
(a), 150 Hz (b), 200 Hz (c) and 250 Hz (d)

evenly spread over the plate compared to Figs. 8 and 9.
Figures 11 and 12 show the root-mean-square velocity at the

frequencies from 150 Hz to 250 Hz. The vertical axis is in a
log scale without any reference velocity. The velocity is not
converted to decibels because this study is not about sound
pressure. The slippage is randomized for Figs. 11(a) and (b),
and the stiffness is randomized for Figs. 11(c) and (d). Figures
11(a) and (b) correspond to the PSDs with peaks at spatial
frequencies at 3 m−1 and 5 m−1, respectively. Figures 11(c) and
(d) correspond to the PSDs with peaks at spatial frequencies
of (x,y) components at (2 m−1,4 m−1) and (4 m−1,8 m−1),
respectively. The randomness of the slippage affects the surface
velocity near the resonant frequencies at lower frequencies.
However there is little effect showing between 220 Hz and
240 Hz, even thought there are several resonance frequencies
in that range. The random stiffness affects the vibration at
the higher frequencies and the vibration level is flattened.
Furthermore the variance of the vibration level is small. In
both slippage and stiffness cases, the smaller variations of the
random functions lead to smoother vibration levels. Figure
12 shows the root-mean-square velocity when there is small
random twist in the beams. The standard deviations of the twist
are 1.25 mm (Fig. 12(a)) and 2.5 mm (Fig. 12(b)), which are
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Figure 10. Contour plot of the variance distribution of the deflection
over the top plate with the random twist in the beams at 100 Hz (a),
150 Hz (b), 200 Hz (c) and 250 Hz (d)

larger than the measured standard deviation shown in Fig. 4.
The larger values were chosen to show clearly the effects of the
twist. The larger twist affects the higher frequency vibrations
in a similar way the random stiffness does in Fig. 11.

The numerical simulations show that the random
irregularities affect the vibration over the whole plate
surface. Thus the modelling of a composite structure, even
this moderately complex double-leaf plate, requires the
random irregularities to be taken into account. In particular,
both Figs. 11 and 12 show that the vibrations at the higher
frequencies are greatly affected by the random functions.

SUMMARY AND CONCLUSION
The simulations of the vibration of a double-leaf plate with

random parameters have been carried out. The parameters are
slippage, stiffness and small twist of beams, which are given by
continuous smooth functions of x or (x,y). The computation
cost of the simulations is kept low using the Fourier series
solutions and the variational formulation. The simulations
show that each random function affects the vibration differently
in different ranges of frequencies. Also the spatial distributions
of the variance show that the randomness along the junctions
(slippage and twists) leads to more even spread over the plate
than that of the random stiffness results. More definitive studies
are needed to understand the effects of random parameters on
the vibration. The method shown in this paper can include
more random parameter functions as additional energy terms
in the variational formulation. The method of solution changes
little because only the elements of the matrix L in Eq. (13) that
correspond to a new random function will need to be modified.
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evenly spread over the plate compared to Figs. 8 and 9.
Figures 11 and 12 show the root-mean-square velocity at the

frequencies from 150 Hz to 250 Hz. The vertical axis is in a
log scale without any reference velocity. The velocity is not
converted to decibels because this study is not about sound
pressure. The slippage is randomized for Figs. 11(a) and (b),
and the stiffness is randomized for Figs. 11(c) and (d). Figures
11(a) and (b) correspond to the PSDs with peaks at spatial
frequencies at 3 m−1 and 5 m−1, respectively. Figures 11(c) and
(d) correspond to the PSDs with peaks at spatial frequencies
of (x,y) components at (2 m−1,4 m−1) and (4 m−1,8 m−1),
respectively. The randomness of the slippage affects the surface
velocity near the resonant frequencies at lower frequencies.
However there is little effect showing between 220 Hz and
240 Hz, even thought there are several resonance frequencies
in that range. The random stiffness affects the vibration at
the higher frequencies and the vibration level is flattened.
Furthermore the variance of the vibration level is small. In
both slippage and stiffness cases, the smaller variations of the
random functions lead to smoother vibration levels. Figure
12 shows the root-mean-square velocity when there is small
random twist in the beams. The standard deviations of the twist
are 1.25 mm (Fig. 12(a)) and 2.5 mm (Fig. 12(b)), which are
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Figure 10. Contour plot of the variance distribution of the deflection
over the top plate with the random twist in the beams at 100 Hz (a),
150 Hz (b), 200 Hz (c) and 250 Hz (d)

larger than the measured standard deviation shown in Fig. 4.
The larger values were chosen to show clearly the effects of the
twist. The larger twist affects the higher frequency vibrations
in a similar way the random stiffness does in Fig. 11.

The numerical simulations show that the random
irregularities affect the vibration over the whole plate
surface. Thus the modelling of a composite structure, even
this moderately complex double-leaf plate, requires the
random irregularities to be taken into account. In particular,
both Figs. 11 and 12 show that the vibrations at the higher
frequencies are greatly affected by the random functions.

SUMMARY AND CONCLUSION
The simulations of the vibration of a double-leaf plate with

random parameters have been carried out. The parameters are
slippage, stiffness and small twist of beams, which are given by
continuous smooth functions of x or (x,y). The computation
cost of the simulations is kept low using the Fourier series
solutions and the variational formulation. The simulations
show that each random function affects the vibration differently
in different ranges of frequencies. Also the spatial distributions
of the variance show that the randomness along the junctions
(slippage and twists) leads to more even spread over the plate
than that of the random stiffness results. More definitive studies
are needed to understand the effects of random parameters on
the vibration. The method shown in this paper can include
more random parameter functions as additional energy terms
in the variational formulation. The method of solution changes
little because only the elements of the matrix L in Eq. (13) that
correspond to a new random function will need to be modified.
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Appendix - Formulae for the simple
coupling between a plate and beams

When the coupling parameter σsep is constant along the beams,
the lagrangian matrix for the coupling energy contribution is
given by

σsep

2

S

∑
j=1

∫ A

0

∣

∣w1(x,y j)−w2(x, j)
∣

∣

2 dx (A1)

The above expression can be expressed by the vector operation

1
2

(

c1
c2

)t [ σsepMtM −σsepMt

−σsepM σsepI

](

c1
c2

)

(A2)

where the matrix M represents the operation

N

∑
n=0

C(1)
mn ψn(y j) (A3)

Then, the total matrix is given by
[

L1 +σsepMtM −σsepMt

−σsepM L2 +σsepI

]

(A4)

where I is the identity matrix. The matrices for the interaction
between the beams and the bottom plate can be obtained in a
similar way. We have the complete matrix




L1 +σsepMtM −σsepMt 0
−σsepM L2 +2σsepI −σsepM

0 −σsepMt L3 +σsepMtM



 (A5)

where Li, i = 1,2,3 are the strain and kinetic energy matrices
for the top plate, the beams, and the bottom plate, respectively.
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A NEW PROBLEM IDENTIFIED
It has been suggested in later years that road vehicles, driven 

in electric mode, either hybrid electric vehicles (HEV) or all-
electric vehicles (EV), are so quiet that they constitute a safety 
hazard for vulnerable road users (VRU) in traffic, especially to 
blind pedestrians. Following such fears, EVs and HEVs have 
sometimes in various documents and press articles been portrayed 
as “some kind of shark in the water” [1]. 

The “problem” seems to have been noted first in the United 
States in 2008 in meetings with the car industry and the US DoT 
following complaints by the National Federation of the Blind 
(NFB) against the growing trend for automobile manufacturers 
to design extremely quiet vehicles. Already in 2007, the SAE 
International started to work out a draft specification J2889-1 for 
the measurement of “minimum noise” of vehicles. Due to, among 

other things, pressure from the California Legislative Counsel in 
2009 [2], in 2010 the Pedestrian Safety Enhancement Act was 
introduced in the US, and approved by the President in January 
2011, requiring “means of alerting blind and other pedestrians of 
motor vehicle operation”. This, in practice, requires the addition of 
artificial sound, also known as acoustic alerting systems, to EVs 
and HEVs [3]. 

The Japanese automotive industry, enjoying great commercial 
success with vehicles such as the Toyota Prius, seems to have 
reacted quickly to this potential threat to hybrid vehicles and 
already in 2009 had established own work towards Japanese 
standards for acoustic alerting systems for HEVs and EVs [4].

Internationally, a special informal group “Quiet Road Transport 
Vehicles (QRTV)” to deal with this “problem” was established 
within the UN/ECE/WP29/GRB in 2010 [5]. Japan had then 
already been working on guidelines for approaching vehicle 
alerting systems (AVAS), which later were essentially accepted 
also by the QRTV. Following the QRTV recommendations, the 

It has been suggested that hybrid and all-electric automobiles are so quiet at low speed in electric drive that they constitute 
a safety hazard for pedestrians and bicyclists. This trait has been especially troubling to vision-impaired people who rely 
on sound cues to avoid approaching vehicles. Assumptions have been made linking the quietness of such vehicles with 
fatalities and serious injuries. The U.S. Pedestrian Safety Enhancement Act of 2010, requires the use of Audible Vehicle 
Alerting Systems (AVAS) in hybrid and all electric vehicles. Rules are now being developed and are expected to be issued 
by January 2014. Similar regulations are being promulgated in Japan and the European Union. The UN/ECE is developing 
a Global Technical Regulation after extensive preparatory work. SAE International and ISO are developing a method 
of measuring the lowest accepted noise level for vehicles. This article first notes firm evidence that the noise difference 
between electric-driven and internal combustion engine (ICE) vehicles exists only at speeds below about 20 km/h; also that 
AVAS makes vehicles traveling at low speeds detectable from a longer distance, absent masking background noise. Some 
electric and hybrid cars on the market already have AVAS installed. The author explores the assumptions related to the 
problem in regard to traffic safety and the harmful effects of noise on humans. One statistical study from the United States 
seems to suggest that vehicles driven in electric mode cause relatively more accidents involving pedestrians than do ICE 
vehicles. However, multiple studies in the U.S., Japan and Europe leave this causal relationship unconfirmed.  The author 
then shows that quiet vehicles, very hard to hear when approaching at low speeds, existed in urban traffic already many 
years before hybrid cars became common, and if quietness would create accidents this should have been apparent already 
earlier and not be something occurring only when hybrid and electric cars entered the market. A number of non-acoustical 
ways to alert pedestrians, not the least blind people, of quiet vehicles near them are discussed and suggested in the article. 
The article also describes the intensive work to explore the problem as well as to develop and specify AVAS systems that has 
been made from 2008 until now. The author argues that it would be more beneficial to human health and safety to reduce 
the maximum noise of vehicles rather than increasing the minimum noise of them. Consequently, the article ends with the 
recommendation to discontinue the work with AVAS, to limit rather than require the use of such systems, and instead focus 
on limitation of the worst masking noise emissions in urban areas.

1 Originally published in Noise/News International, Vol. 20, No. 2, June 2012, 
and a shorter version reprinted with permission.
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GRB (noise) group within the UN ECE [6] accepted them, which 
is now also part of a present proposal to the European Parliament 
regarding more stringent vehicle noise limits [7]. 

Concerning standardisation, the SAE International draft 
specification J2889-1 for the measurement of “minimum noise” 
of vehicles is at “Measurement of minimum noise emitted by road 
vehicles” was initiated also within the ISO; largely based on the 
SAE draft. The intention is to work out an international standard 
ISO 16254 for measurement of “minimum noise” of a vehicle.

Never before has the author in his 38 year career in 
transportation noise seen any subject being so quickly and non-
critically accepted by the legislators, vehicle industry, university 
acoustics departments, acoustic consultancies and other research 
organisations; and as it appears almost in total agreement. This 
is in sharp contrast to when it comes to reducing vehicle noise. 
Vehicle noise standards in Europe and as specified by the UN 
ECE (accepted by several nations outside Europe) have been 
unchanged since 1996 and when now, after 16 years, somewhat 
lower limits are proposed, the industry and some MPs are hesitant 
[9]. On the other hand, the interest in adding sound to quiet 
vehicles is enormous. 

The vehicles operating at exceptionally low noise levels are 
mostly called “quiet vehicles”. The systems that are intended to 
save the world from the assumed pedestrian road massacres have 
been named Audible Vehicle Alerting Systems (AVAS), although 
some documents let the A stand for “Approaching” instead of 
“Audible”. 

In this paper, the author presents a review and discussion of 
the problem, based on his earlier conference papers [10, 11], but 
with focus on the development during 2011-2012. This article is 
an abridged version of a much longer article appearing in Noise/
News International earlier in 2012 [12]. 

Noise Emission Properties
The very low noise emission from electric motors means 

that power unit noise is almost totally absent for EVs and HEVs 
in electric mode, and that only tyre noise remains. The effect 
will be that at low vehicle speeds, approximately up to 20 km/h 
for cars and up to 50-70 km/h for heavy vehicles, the acoustic 
environment will improve substantially.

Figure 1. Equivalent A-weighted noise levels from an HEV car, 
compared to two ICE cars in Japan at low speeds [13]

This subject was the main issue in an earlier paper by the 
author [10]. It has been shown by many researchers, with 
consistent results, that it is only at speeds below approximately 
20 km/h for cars when there is a significant difference in noise 
emission from ICE vehicles and vehicles driven in electric mode. 
The example shown in Figure 1 is typical of most test results.

Traffic Safety Aspects

Traffic accidents due to lack of sound cues?
There is no doubt that acoustical cues are important in the 

interactions between road users of all kinds; and in particular 
among the visually impaired pedestrians. However, this does 
not mean that the lack of sound cues automatically lead to 
serious traffic accidents. There are many other things of 
importance and the lack of sound cues is associated only with 
very low speeds.

As yet, the lack of sound cues has never been identified in 
accident statistics as a major cause of accidents; at least as far 
as this author has found in literature searches and when asking 
colleagues specialised  in traffic accident statistics. The only 
exception is a study presented by NHTSA, which concluded 
that [14]:
•	 “This study found that HEVs have a higher incidence rate 

of pedestrian and bicyclist crashes than do ICE vehicles in 
certain vehicle maneuvers”

•	 “In situations where cars drive slowly (slowing down, 
stopping, backing up, parking maneuvers) hybrid cars were 
involved twice as much compared to conventional cars”. 
When looking critically at these conclusions, one finds 

that the evidence of the conclusions is rather weak and that 
alternative causes for the findings are possible [10, 15]. An 
update of the NHTSA report when more data had been added 
became available in 2011, but the conclusions are essentially 
the same [16].

Other studies of statistics, in the Netherlands and Japan, 
have been unable to confirm this [15]. Another US study of 
deaths and accidents of blind people involving Toyota Prius 
(this car was especially studied as it dominated the US HEV 
park) gave a different picture [18]:
•	 No deaths of legally blind pedestrians 2002-2006 involved 

a Prius or any other hybrid vehicle (out of an average of 
five legally blind pedestrians per year killed in US motor 
vehicle accidents)

•	 For all US pedestrian deaths, a Prius was no more likely 
to be involved in a pedestrian death than the average 
passenger vehicle. 
A study in the U.K. to explore the safety aspect of quiet 

vehicles was undertaken for vehicle accident statistics in the 
period 2005-2008 and showed that [18]:
•	 Relative to the number of registered vehicles, for the 

combined vehicle group of passenger cars, car-derived vans 
and vans < 3500 kg GVW, EV/HEV vehicles were 10 % less 
likely to be involved in a collision with a pedestrian than ICE 
vehicles
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•	 Although the relative number of EV/HEV vehicles 
involved in accidents is smaller, proportionately more of 
these vehicles hit a pedestrian than ICE vehicles

•	 The reason for the latter observation may be that these 
accident rates reflect different usage patterns of EV/HEV 
vs ICE vehicles

•	 There were only two EV/HEV accidents (out of 497) 
involving a collision with a pedestrian who was disabled in 
some way (CF810) so it was not possible to make a judgment 
on the perceived risk to vision-impaired pedestrians.
It is indeed strange that such extensive activities as started on 

this subject are not based on robust traffic accident data. As so 
many pedestrian accidents happen, and we have now had quiet 
vehicles for a long time; if lack of sound were a problem, it should 
be relatively easy to identify this in current accident statistics. 

The common procedure is that a problem is addressed and 
solved when the problem has been reliably identified. In this 
case, the safety problem seems to be more psychological than 
“real” and yet work is extremely intensive to solve the assumed 
problem. It seems that one has started in the “opposite end” 
to what is customary. If legislators and industry had acted 
with equal speed and efficiency when it comes to high noise 
emissions from vehicles, it would have been wonderful.

Special fears of the blind
Organisations such as the National Federation of the Blind 

(NFB) in USA [19] and the World Blind Union (WBU) have 
put pressure on the NHTSA and the QRTV in order to produce 
a solution to the problem that they identify as the lack of sound 
cues for this group of people who depend largely on sound cues. 
Some national organisations for the blind have also reacted. The 
WBU was rather critical to the guidelines for AVAS produced 
in 2011; the organisation thought that the guidelines are not 
sufficiently strong or far-going [20].

There is of course no doubt that the blind perceive their 
situation as worrying when the sound cues are becoming less 
audible. Yet, this does not necessarily lead to accidents. The 
situations where, the situations where and when the EVs and 
HEVs may pose a problem due to weak sound are relatively few 
and not with very serious effects as seen in relation to the entire 
traffic work. 

We have had numerous electric driven vehicles for a very 
long time and we have had relatively quiet ICE vehicles, some 
of which are almost equally quiet as EVs, for at least 15 years. 
Thus, the reaction of the blind organisations should have come 
much earlier, and be a result of many more encounters than from 
electric drive, if lack of sound were a “real” accident problem. 

However, at the time, it must be recognised that the problem 
is at least a psychological problem, since the blind see their 
possibilities to navigate safely as pedestrians in traffic relying 
on sound cues becoming reduced with the increasing number of 
EVs, HEVs and quiet ICE cars. 

The author has searched very extensively on the web (in 
English and Swedish) for reports about accidents where blind 
pedestrians have been injured due to quietness of the car. No 
such case has been found to date (July 2012), whereas cases 
when pedestrians are killed due to distraction by using electronic 

devices in traffic (not involving quiet cars) are frequent.

Distraction due to use or misuse of sound
Especially for the blind people it must seem strange, if not 

stupid, that a large proportion of the seeing people deliberately 
choose to totally neglect sound cues from vehicles and from 
other pedestrians. More and more pedestrians and joggers, in 
many situations a majority of them, wear some kind of system 
producing music or speech in earphones, or they use cell phones, 
which effectively obscure sounds of approaching vehicles. 
Figure 2 shows an example. It may sometimes be impossible 
even to hear warning sounds as was, e.g., an observation in the 
study in [21]. 

A study conducted by three U.S. universities in 2005 indicated 
that 48 percent of pedestrians using a cell phone stepped into a 
crosswalk in what the researchers defined as “unsafe” condition, 
compared to 25 % not using cell phones [22].

These people have acceptable vision, but often they seem to 
fail concentration to the traffic as they talk or listen to whatever 
they use the electronic equipment for. The latest trend is to walk 
around and read and write text messages. It is not necessary to 
watch a pedestrian crosswalk many minutes until one will se a 
situation as the one in Figure 3. This may well be the unsafest 
behavior of all.

In the Australian state of New South Wales, this is already 
identified as a serious problem. In the last 12 months 26 Sydney 
pedestrians died after being hit by vehicles, twice as many as the 
year before. Experts say that both drivers and people crossing 
roads are distracted by texting or listening to technology like 
iPods and mobile phones [23]. “Last week an 18-year-old woman 
listening to music on an iPod was hit this week as she crossed a 
road in Marrickville, Sydney. Maybe if she wasn't listening to an 
IPod she would have heard the horn of a car, the screech of tyres 
or other people warning her”, it was reported [23].

The New York State “distracted walking legislation”, first 
proposed in 2007, would keep pedestrians who are in crosswalks 
from using handheld cell phones, Blueberries, MP3 players such 
as iPods, PDAs and similar attention-grabbing devices. The 
proposal restricts the law to cities with a population of at least 1 
million, meaning only Manhattan [24]. However, as far as this 
author could find, it has not yet materialised into a law.

Figure 2. Woman crossing a street while listening to something in her 
earphones (Sydney, Australia) (photo by the author)
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Since the number of people choosing to neglect sound 
cues, as described above, may outnumber the blind by several 
magnitudes, this author wonders if not this would be a far 
greater accident cause than the missing acoustical cues for the 
blind. And, sadly, this is a self-chosen situation among seeing 
pedestrians.

Quiet Vehicles in our Society
In a previous paper by this author on this subject [10], a 

number of vehicle types are described which have operated 
in traffic since many years ago and which produce no or very 
low propulsion noise (that list is supplemented here with newer 
findings by the author):
•	 Volvo and Scania supplied city busses for the Scandinavian 

market which met very stringent noise limits already in 
the early 1970's. These had encapsulated diesel engines at 
the very rear (Scania) or in the middle (Volvo) resulting in 
mainly tyre noise being heard towards the front in cruising 
or coasting conditions.

•	 Also modern CNG-driven busses with rear engine used in 
some Swedish cities, are very quiet when approaching and 
also when leaving a bus stop; propulsion noise can hardly 
be heard towards the front. 

•	 From 1996, cars in Europe have had to meet the same noise 
level limits for type approval as today (74 dB(A)). The spread 
in results has been and is dramatic; some have measured 
only 68 dB(A). The more fancy variants of these cars are 
usually designed with quiet (ICE) engines since this gives 
an impression of a luxury car and is a selling argument. In 
many countries such luxury cars and limousines have been 
common for many decades. It is undisputable that such cars 
are so quiet that it may be hard to hear other than tyre/road 
noise from them when they approach a listener at cruising 
or coasting; even at very low speeds. 

•	 Bicycles may not be so much used in most US or Australian 
cities but in some European cities (such as in the Netherlands, 
Denmark and Sweden) they are the dominating vehicle 
types for personal transportation. What you hear from them 

is weak tyre noise and maybe sometimes chain noise and 
a bell, but they run very close to pedestrians, even among 
them. Collisions pedestrian-bicyclist at 20-30 km/h may be 
fatal.

•	 Trackless trolley bus networks have existed or exist in e.g. 
Vancouver, San Francisco, Philadelphia, Zurich, Arnhem, 
Geneva, and three cities in Poland. In some cases such 
vehicle types have been used for several decades. They are 
essentially as quiet as a regular EV. See Figure 4. Note that 
tyre noise from heavy trucks and buses is sometimes no 
worse than from automobiles; depending on tyre equipment 
fitted [25].

•	 On the 16th Street Mall in Denver, CO, the main shopping 
and entertainment street, partly only open for pedestrians 
and busses, hybrid busses which are very quiet have been 
operating for approximately a decade. No accidents due to 
the quietness had been reported, according to the Denver 
transit company in 2010, but the busses have bells that may 
be activated by the driver when needed, and often is so 
when starting from a stop.
Increasingly popular, particularly in densely populated 

urban areas, electric two-wheel vehicles is a category that 
includes Segways, electric bicycles, electric kick scooters, 
electric motorcycles, and electric scooters. Walmart sells a 
range of electric scooters that can run at up to 25 km/h.

None of these vehicle types, busses and electric two-
wheelers, which run in quiet mode especially close to 
pedestrians, have been considered in the work so far by QRTV, 
although they are not formally excluded, as all attention has 
been focused on cars. 	

It is concluded that pedestrians and bicyclists have been 
exposed to numerous quiet vehicles (where no or very little 
propulsion noise can be heard) for many years, even before 
the EV and HEV era; some very quiet vehicle types have been 
around for decades. 

Therefore, the potential problem of missing sound cues 
is not new and occurring only recently with the modern EVs 
and HEVs. It has existed for a long time and yet significant 
accident types caused by the quietness of vehicles have not 

Figure 3. Woman crossing a street while “texting” (Braga, Portugal) 
(photo by the author)

Figure 4. Trolley bus in Seattle, USA, in 2008 (photo by the author)
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been reported, as far as this author has found. Also, blind 
people have of course been exposed to this situation for a long 
time.

Critical Driving Conditions
There is a wide consensus, supported by data in [10], that 

EVs and HEVs in general are significantly quieter than ICE 
(light) vehicles only at the following driving conditions:
•	 At speeds below approx. 20 km/h while ICE vehicles 

would be using the lowest gear. This hardly ever includes 
decelerating and stopping at a traffic light, since first gear 
would not normally be engaged, but it does include the first 
few seconds of starting from standstill. Whenever 2nd or 
higher gear is used, tyre and overall noise is approx. the 
same for EVs/HEVs as it is for ICE vehicles. 

•	 When reversing; for example backing out from a parking lot.
It follows that if artificial sound is added with the aim to 

make EVs and HEVs equally recognisable in traffic as regular 
ICE vehicles, this sound shall be in operation only when 
driving 0-20 km/h and when reversing (“back-up”).

It seems that the many proponents of adding extra sound 
to EVs and HEVs have not yet understood that the assumed 
safety problem would be potentially greater for trackless 
trolley busses and other heavy vehicles than for light vehicles, 
as the “loss” of sound in electric drive versus combustion is 
much bigger for the heavier vehicles; yet AVAS for these 
have not yet been proposed (?). If they will ever be proposed, 
the conditions would include cruising and coasting at speeds 
lower than 30-50 km/h and accelerations up to probably 
around 60 km/h, and this would normally mean a dramatically 
larger effect than for light vehicles, but it depends on how 
much of the “lost” sound that will be compensated for.

Note that at speeds lower than 20 km/h, stopping distance 
(reaction and braking times) is shorter than 6 m.

It follows that an accident involving a car-to-pedestrian 
collision would potentially happen more frequently for EV/HEVs 
without extra sound than for ICE vehicles only when the EV/
HEV is starting or turning from standstill up to about 20 km/h. 
As stopping distance is less than 6 m in such cases, it means that 
the driver must be drunk, very distracted or extremely slow in 
detecting a (blind) pedestrian who is suddenly stepping out into 
the driving lane, normally displaying his white cane. One situation 
where the problem may be bigger is if the pedestrian stands hidden 
behind a large object as seen from the driver's position.

For such an accident to be more likely for EV/HEV without 
extra sound than for ICE vehicles, an additional condition is 
that the background noise must be low enough not to mask 
the ICE vehicle's propulsion noise at speeds lower than some 
20 km/h. This requires background noise expressed as LAeq to 
be lower than approx. 60 dB (which follows from the normal 
noise levels emitted at such speeds). On a sidewalk in a city, 
this is rarely the case; one would rather have to be in a suburb 
or a semi-rural village [26].

Given the conditions mentioned in the previous two 
paragraphs, it should be obvious that in order for an accident to 
happen more frequently or more likely for EV/HEVs without 
extra sound than for similar ICE vehicles, quite rare conditions 

must coincide. This author believes that occasions outlined 
above happen, but only extremely rarely, which may explain 
why this has not yet been identified as a significant type of 
accident for EV/HEVs in particular.

Accidents at low speed
Despite the quite unlikely case of a car-pedestrian collision 

at speeds below 20 km/h there will be cases when it happens. 
How serious would such collisions be? In an international 
literature review about fatality risk as a function of impact 
speed, it appeared that below 20 km/h the risk of a fatality is 
close to 0 % [27]; see Figure 5.

Figure 5. Fatality risk in pedestrian-to-vehicle collisions as a function 
of impact speed, as determined in three different studies [28]

When looking at risks of severe injury, at an impact speed 
of 20 km/h, the risk is < 5 %. If risks for a light injury as well 
as a severe injury are added, the risk is < 25 % [28].

Consequently, making EV and HEV vehicles equally noisy 
as ICE vehicles, at speeds below about 20 km/h, would have 
no measurable effect on fatalities and a very limited effect on 
severe injuries, when a collision happens. 

Perception of noise from vehicles
There have been numerous studies of how people perceive 

the noise from EV and HEV versus ICE vehicles. Generally, 
such studies have been made using a jury of observers who 
are asked to react when they can hear an approaching vehicle, 
while the distance to this vehicle is measured. Some studies 
have been made in laboratories; some have been made outdoors. 

There is no point here in mentioning all the studies, since 
they give rather consistent results; only two of the better will 
be mentioned. In a German outdoor study using a jury of 12 
visually impaired persons, at an approach speed of 10 km/h a 
Nissan Leaf was detected at distances of 4-7 m while a Lexus 
IS 250 was detected at 8-20 m (median values). At a speed 
of 20 km/h, Nissan Leaf was detected at approximately 20 m, 
while the Lexus was detected at 16-33 m [29]. Thus at 20 km/h 
there was no distinct difference between the EV and the ICE 
car; whereas at 10 km/h there was a significant difference. But 
remember that at 10 km/h (2.8 m/s), stopping distance (reaction 
time and braking) should be close to the closest detection 
distance for the EV, and a pedestrian should normally be able 
to step away from the approaching car before a collision occurs 
during the 1.5-2.5 s between detection and collision. Rather 
similar procedures were used in a Japanese study, except that 
they used more EVs and HEVs as test objects (including AVAS 
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systems), and results were rather similar too [30].
Others have checked whether the use of AVAS will aid 

in early detection of vehicles running in electric mode. The 
answer is “yes”, provided background noise is rather low and 
speeds are below 20 km/h [30, 31].

However, it has also been admitted that perception of quiet 
vehicles was poor already before the EVs and HEVs became 
common [32]. Thus, it is indeed a problem we have been facing 
for a long time and without concerns for safety until Americans 
started to react against the quietness of Japanese HEVs.

Consequently, AVAS will have a positive effect on the 
detection. But is it really needed and what are the consequences?

Adding Artificial Sound
So, what is the problem with adding some extra sound in 

forward driving at speeds below 20 km/h and when reversing? 
The answer is, in summary, that it neutralises a substantial part 
of the noise reduction or annoyance reduction that may follow 
from the increasing use of EVs and HEVs.

To begin with reversing: this would hardly be a significant 
environmental nuisance if the sound is not of an intrusive kind 
(such as beeps, see below), since reversing is only a very short 
driving operation. However, the problem is that the driver 
may be tempted to rely on such sound and refrain from the 
discomfort of looking backwards carefully, and vision- and 
hearing-impaired people as well as young children may then 
be hit. Some kind of radar would be better.

The safety effect of AVAS may not be as expected. The 
existence of warning sounds will make some drivers feel more 
confident that they will not hit a pedestrian or bicyclist, and 
the attention to this potential danger might be lower than if 
they would be aware of the danger. Even if only relatively few 
drivers will react in this way it might be enough to offset the 
positive effect of the warning sound. 

If heavy vehicles (trucks and busses) are exchanged 
from ICE types to EV/HEVs, there will be a substantial 
improvement in the acoustic environment since at low speeds 
tyre noise is much lower than propulsion noise. For example, a 
potential noise reduction of 1 to 8 dB has been measured when 
comparing an electric to a medium-sized European ICE truck 
[33]. If compared to the noisier North American trucks, the 
potential noise reduction is even more dramatic. This would 
significantly reduce the background noise level in urban areas, 
and also the maximum levels, and consequently reduce the 
masking effects (see below).

The conclusions above for light vehicles would, therefore, 
not hold for heavy EV/HEVs. If these are equipped with extra 
sounds, they will most probably compensate for a big part 
of the much lower propulsion noise of these vehicles at low 
speeds, and thus mean a substantial extra load to the acoustic 
environment, compared to if extra sound is not generated. 

Exchanging ICE types of heavy vehicles with EV/HEV 
types (without extra sound) in urban settings with average 
speeds at 50 km/h or lower, will substantially improve the 
overall noise exposure in the area. It will mean a global 
breakthrough in noise control; especially in countries having 
noisy trucks and busses today. This would be much needed in 
view of the recent WHO report about serious health effects of 

noise [34]. A couple of decibels of reduced noise exposure may 
lead to more saved healthy “life-years” than the few injuries 
from accidents which may perhaps occur due to the loss of 
sound cues at low speeds for the EV/HEVs. Adding AVAS 
sound may then cost more lives than it saves. 

IMPORTANCE OF MASKING NOISE
The problem of perception of EV/HEVs at speeds in the 

range of 5-20 km/h is that background noise is masking the 
tyre noise. If background noise can be reduced by (say) 6 dB, 
the perception of 6 dB lower (tyre) noise levels from EV/HEVs 
will be possible. Six dB corresponds to a doubling of distance 
for a point source, such as an approaching car, to give the same 
level as without the 6 dB reduction. That would also improve 
the health situation and reduce general noise annoyance in all 
areas of this type.

Therefore, it is strange that the focus of the worldwide work 
on this subject is only to add noise to the lower levels instead 
of reducing the higher levels of noise. This author thinks that 
it would be much better to reduce the higher noise levels, in 
order to reduce the masking effect, than to add extra noise to 
the low levels. 

One way of achieving this is to encourage the introduction 
at a fairly large scale of heavy EV/HEVs in the urban areas; i.e. 
to use EV/HEV busses and distribution trucks which are run in 
electric mode preferably when they are close to pedestrians, 
bus stops and residential areas. 

Another way is to reduce the maximum noise levels 
allowed at type approval for the vehicles that contribute the 
most to the general background noise; this would often but 
not always be caused by the heavy trucks and busses. The 
European Parliament is currently reviewing and modifying a 
proposal from the European Commission which will require 
reduced vehicle noise limits in a few years [35]. In USA such 
maximum limit changes for heavy vehicles could be especially 
effective, as the US heavy vehicle standards are approx. 6 dB 
weaker than corresponding ones in Europe and East Asia, and 
they have not been changed since the 1980's. 

PRESENT STATUS OF QUIET VEHICLES 
RULEMAKING (JULY 2012) 

Work has been and is going on in psychoacoustics at several 
places in the world to design suitable sounds. The subject 
quickly became a favorite subject in acoustical departments at 
many universities.

With the passage in the United States of the 2010 Pedestrian 
Safety Enhancement Act [3], and the endorsement of the 
President in January 2011, the US vehicle safety authority 
is required to issue a formal regulation on this topic no later 
than January 2014. Before that they should collect comments 
and explore the consequences in an Environmental Impact 
Assessment, which is probably what goes on at this moment. 
The Act requires EVs and HEVs to use AVAS, without the 
possibility to switch them off. No later than January 2015 the 
Secretary shall complete a study and report to Congress as to 
whether there exists a safety need to apply the motor vehicle 
safety standard also to conventional (ICE) motor vehicles.

The MLIT in Japan, following consultation with the industry 
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and representatives of the blind, in 2010 issued guidelines for 
audible pedestrian warning systems, already in-force early in 
2011 [36].  A summary of the Japanese guidelines appear in 
[12].

As reported above, the informal working group QRTV 
operated under the GRB and had nine meetings in 2010-
2011. At the GRB, the subject has now advanced to a level 
when a proposal for a Global Technical Regulation (GTR) is 
available, as developed by the QRTV [6] which was discussed 
at the September 2012 meeting of GRB. This proposal is partly 
based on the previous Japanese guidelines that had already 
been submitted to GRB [36], but is substantially less specific 
in its performance specifications; yet contains quite exhaustive 
explanations and discussions. 

To summarise the guidelines [6], the main issues are listed 
in Table 1. It is recommended that the UN GTR be written 
to apply, in principle, to all quiet vehicles regardless of their 
type of propulsion. However, due to limited performance 
information for other vehicles than EV/HEV it is recommended 
that initial regulatory specifications be limited to EVs and 
HEVs, operating in their electric mode. 

In the proposal to the European Parliament from the 
Commission in 2011, it is stated that taking into account the 

discussions and the information provided in the UN ECE it 
is proposed to amend the current noise legislation with a new 
Annex harmonizing the performance of 'Approaching Vehicle 
Audible Systems' if they are fitted to a vehicle. The fitting 
of such systems, however, shall be voluntary and remain an 
option under the discretion of the vehicle manufacturers [35]. 
The current intention is just to harmonize the AVAS.

SOME AVAS IN USE
Most EV/HEV vehicles available on the market already 

have AVAS mounted; in some cases these are retrofit systems. 
Here are but a few notes about this.

For the Toyota Prius, the AVAS is an optional speaker setup 
in the front of the car that makes a “futuristic” humming sound 
equivalent to that of a standard petrol-driven vehicle. The cost 
is reported to be approx USD 170, excluding installation. The 
speaker is activated when the car starts up but can be turned 
off at the touch of a button if the driver so desires [37]. A 
synthesised electric motor sound is emitted at speeds up to 25 
km/h and rises and falls in pitch based on the vehicle’s speed. 

In the Nissan Leaf, the sound system includes a speaker 
under the hood and a synthesizer in the dash. The driver will 
be able to turn it off, but it comes on by default at start up. At 

The GTR shall currently be applicable to all EVs and 
HEVs in electric mode, but at some later stage also to quiet 
vehicles with other motion systems than electric.
GTR audibility requirements shall address at least the 
following "at risk" issues:
a.	 Vehicles approaching at right angles to the direction of 

pedestrians intended movement

b.	 Vehicles initiating movement from a driveway or in a 
parking lot 

c.	 Vehicle travelling at low speed in quiet areas.
A specific alerting signal sound pressure level is not 
recommended.
A specific crossover speed, at which the system shall be 
switched on and off is not specified.
The alerting system should be automatically activated when 
the vehicle slows to or below the crossover speed.
The alerting system will automatically deactivate at vehicle 
speeds in excess of the crossover speed.
It is recommended that the sound generated by the alert 
device monotonically increase or decrease in frequency as a 
function of vehicle speed.  Further, it is recommended that 
during acceleration or deceleration an increase or decrease 
of at least 8 % be demonstrated between 10 and 20 km/h.
It is recommended that the alerting system is operated 
during temporary stops of the vehicle.
It is further recommended that the sound level be 
automatically attenuated during these periods to a level that 
is adequate to be heard by a pedestrian who is at the curb, 
immediately adjacent to the vehicle.

It is recommended that the acoustic performance 
requirements give careful attention to their potential adverse 
environmental impact, particularly with respect to loudness 
and frequency content.
The development of the AVAS shall give consideration to 
the overall community noise impact.
The following operating frequency specifications should be 
considered:
a.	 Frequency range of audible signal:  between 50 Hz and 

5 kHz  

b.	 The frequency content should include at least two 1/3 
octave bands within that range 

c.	 In case the AVAS produces only two frequencies, these 
should differ by ≥15 %

d.	 An alerting signal’s mid-frequencies (0.5-2 kHz), 
higher frequencies (2-5 kHz) support audibility and 
directional cues. Low frequencies (< 500 Hz) support 
earlier detection but in an urban environment are at risk 
of being masked.

The following sounds should be prohibited:
a.	 Siren, horn, chime, bell and emergency vehicle sounds 

b.	 Alarm sounds e.g. fire, theft, smoke alarms

c.	 Intermittent sound

d.	 Melodious sounds, animal and insect sounds

e.	 Sounds that confuse the identification of a vehicle and/
or its operation (e.g. acceleration, deceleration etc.)

Table 1: The most essential recommendations from QRTV to be part of a Global Technical Regulation (GTR) (not a complete list, major items 
selected by the author)
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speeds above 30 km/h, the system turns off. The sound is a sine 
wave sweeping from 2.5 kHz to 600 Hz. At start-up, the sound 
comes on at its loudest to warn the visually impaired and other 
pedestrians that a car is about to enter their vicinity. When the 
Leaf is reversing, the system produces an intermittent “beeping” 
sound, similar to the back-up warning systems on trucks [39].

The Chevrolet Volt EV has an AVAS that GM calls 
“pedestrian friendly alert” or “courtesy signal”, which is 
manually activated by pushing a button on the blinker control 
stick. It is reported to sound like a soft horn [39]. 

NON-ACOUSTICAL SOLUTIONS
The author thinks that the acoustic solution in the form 

of a soft horn applied by GM Volt could be a reasonable 
compromise, to be applied only when the driver thinks that 
there is a danger ahead (but it must not be abused by telling 
pedestrians “keep out of the road, here I come”). Apart from 
this, non-acoustical solutions are preferred.

In the author's previous paper, several non-acoustical 
systems for alerting pedestrians or drivers about a potential 
risk of collision are described [10]. This is not repeated here; 
nevertheless, a few potential solutions will be mentioned.

Professor Jim Kutsch, President of The Seeing Eye, Inc. 
(http://www.seeingeye.org/), blind himself (as his family) and 
an expert on seeing-eye dogs, has expressed in an interview 
that “We’ve added hybrid cars to our training program. You 
can’t hear them when they are at a full stop. We now teach dogs 
that a car is a car, whether it’s making a noise or not” [40]. 

One may also consider making the white cane sticks more 
hi-tech with special warning indications, such as a blinking 
lamp when the cane is pointed straight out or when activated 
by the user.

Several modern cars are already equipped with Autonomous 
Emergency Braking (AEB) systems; often in combination 
with pedestrian detection systems. EuroNCAP describes 
AEB Pedestrian systems which can detect pedestrians and 
other vulnerable road users like cyclists [41]. They invariably 
employ a camera combined with a radar – something called 
sensor fusion. New technologies are appearing on the market 
that use infrared which can also operate in very low light 
conditions. EuroNCAP lists two car manufacturers who have 
such systems fitted: Lexus and Volvo, where Volvo has it as 
standard equipment on most of its new models [41].

The latest BMW 3-Series has been commended for its 
pedestrian protection measures following a crash test in 
Europe, while Volvo has developed an airbag designed to save 
pedestrians [42]. Volvo's newest pedestrian detection system 
with AEB is presented in [43]; reading “If the driver does not 
react to the warning and a collision is imminent, full braking 
power is automatically applied”.

Transfer of Responsibility
The traditional view is that it is the driver who has the main 

responsibility to avoid a collision with a pedestrian; probably 
also with a bicyclist. This is natural since the driver has a 
reasonable protection against injuries in his vehicle while the 
former are totally unprotected. 

A driver being aware of that his vehicle emits dedicated 
sound that has the expressed intention to inform pedestrians 
that the vehicle is coming may be tempted to think that this 
moves some of the responsibility from him over to the 
pedestrian. This may create a situation which is even worse 
than with no warning signal, where it is obvious that the driver 
has the full responsibility. Especially, a vehicle backing out of 
a parking lot, where it is inconvenient and uncomfortable to 
look behind, may be an example of this.

CONCLUSIONS
The occurrence of electric driven vehicles on the market 

promises a unique breakthrough in reduction of urban 
community noise. The very low noise emission from electric 
motors means that power unit noise is almost totally absent for 
such vehicles and that only tyre noise remains. The effect will 
be that at low vehicle speeds (approximately up to 20 km/h 
for cars and up to 50-70 km/h for heavy vehicles) the acoustic 
environment will improve substantially.

However, the supposed problem of quietness of vehicles 
operating in electric mode has resulted in concerted actions by 
a number of organisations at a pace which is unique within 
the subject of traffic noise; the justification for which is 
questionable. Firstly, the actions have not been based on robust 
evidence of serious traffic accidents; secondly, the problem (if 
any) seems to be potentially greater for other types of vehicles 
than for the cars which have been in focus so far and, thirdly, 
correspondingly quiet vehicles have been used for decades 
already without noticing a specific accident problem due to the 
quietness. 

It is suggested in this article that the quietness of cars driven 
in electric mode may not be a major safety problem. There is 
simply no robust and consistent traffic accident data that says 
that quietness of vehicles is a significant cause of accidents. 

Nevertheless, for the blind community the quietness 
of vehicles driven in electric mode must be recognised as a 
psychological problem, making the blind feel unsafe and 
experiencing more serious restrictions when the sound cues 
have been reduced. However, it must also be noted that this 
situation has existed for a long time due to several types of 
quiet vehicles operating in our traffic, and did not occur only 
due to HEVs becoming common on the market.

It is suggested in the article that reducing maximum noise 
level limits is a much better way for promoting health and 
safety than adding extra sound to the quietest vehicles. The 
problem is not that vehicles are getting too quiet; the problem 
is that background noise masks the noise of the quiet vehicles. 

The addition of AVAS to EVs and HEVs, or even to quiet 
ICE cars, may be directly counter-productive, as it is likely 
to provide only a marginal safety improvement (if any at all), 
which may easily be balanced-out by an increased feeling of 
safety for both pedestrians and drivers, transformation from 
responsible driving to a belief in AVAS, as well as the impaired 
health issues due to missing an opportunity to efficiently 
reduce noise exposure.

The perceived unsafety of the blind due to vehicle quietness 
should be addressed primarily by reducing the masking 
of sound cues by noisy vehicles, which would have other 
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substantial benefits, and by other measures than the acoustical. 
Training of seeing-eye dogs to care about vehicles in the same 
way irrespective of sound level may be one; another one may 
be the collision-preventing systems rapidly being introduced 
on the market. 

When it comes to sound cues in traffic, the most effective 
measures for accident prevention would probably be to reduce 
distraction of pedestrians and bicyclists by limiting the use 
of portable audio systems and cell phone talking as well as 
texting in traffic environments. 

The author suggests discontinuing the work with AVAS, 
limiting rather than requiring the use of such systems, and 
instead focusing on limitation of the worst masking noise 
emissions in urban areas. It may not be as exciting and 
fashionable to work with noise reduction as with sound 
production, but it would have more benefits to the safety and 
health of society.
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NSW Road Noise Policy: Application Notes
The NSW Road Noise Policy (RNP) was published by the former NSW Department of Environment, Climate Change and 
Water and replaced the Environmental Criteria for Road Traffic Noise from 1 July 2011. The RNP contains strategies to 
address the issue of road traffic noise from existing roads, new road projects, road redevelopment projects and traffic-
generating developments. The policy defines criteria to be used when assessing the impact of road traffic noise. 

The NSW Environment Protection Authority (EPA) has been asked to clarify the intent of some sections of the policy and 
has published Application Notes to explain the intended meaning. Application Notes prepared to date cover:
•	 Relative increase criteria 
•	 Applying the assessment criteria to additional traffic on existing roads generated by land use developments.

The Application Notes can be accessed at  http://www.environment.nsw.gov.au/noise/roadnoiseappnotes.htm
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introduction
With a resource constrained future, the viability of hybrid 

and electric vehicles is likely to increase. Hybrid vehicles 
combine a combustion engine with an electric motor. Propulsion 
is a mix of combustion and electric motor dependent on vehicle 
speed and load. Electric propulsion is inherently quieter than 
combustion propulsion vehicles as observed in current hybrid 
vehicles when in electric mode. There is even concern that 
electric vehicles are so quiet at low speeds that they pose a 
safety hazard to pedestrians and in particular blind pedestrians, 
as demonstrated by U.S. federal legislation which recently 
required an assessment of minimum noise levels [1]. 

Current traffic noise mitigation design for infrastructure 
projects is either based on noise models which have been 
calibrated to the current vehicle fleet and mix or on noise 
models based on historical vehicle noise emissions. There is 
an inherent assumption that the future vehicle fleet will have 
similar noise emissions to the existing or past fleet.

The allocation of capital on infrastructure is scrutinised 
and there is hence benefit in questioning the predicted future 
noise emissions from vehicles which is the basis for noise 
models. Anecdotal evidence from projects such as Eastlink 
in Victoria suggest that a 1 dB(A) increase in noise source 
level is approximately equal to 0.8 m higher noise walls. At 
current budgets for concrete noise walls this could equal up 
to $2 million for noise walls on both sides of Eastlink. This is 
a significant proportion of an infrastructure budget and hence 
it is critical that the accuracy of future traffic noise models be 
assessed. 

This article reviews the sources of noise from road vehicles 
and makes an informed prediction of future road vehicle noise 
emissions.

SOURCES OF ROAD VEHICLE NOISE AND 
NOISE EMISIONS

The sources of road vehicle noise have been studied in 
numerous technical publications [2, 3]. The primary sources of 
noise can be categorised as: 
•	 	Road / tyre interaction 

•	 	Propulsion 

•	 	Aerodynamic 

•	 	Other miscellaneous sources such as brakes, suspension, 
rattle, etc. 
At different speeds and under vehicle acceleration or 

deceleration modes the relative contribution of the sources 
change. In some cases the propulsion is the main source 
(generally low speed or under acceleration) and in other 
cases the road/tyre interaction is the dominant noise source 
(generally at higher speeds). The study by Lelong [2] found that 
for passenger cars at lower speeds (<60 km/hr) the propulsion 
system was the dominant noise source and at higher speed 
(>=60 km/hr) the tyre/road interaction noise was the dominant 
noise source. This suggests that hybrid or electric vehicles may 
have similar noise emissions to traditional propulsion vehicles 
at higher speeds.

A previous study [4] measured vehicle noise emissions on a 
rural Australian highway. The different vehicle noise emissions 
(for class Austroads Vehicle Classifications) were then 
compared with the standardised Traffic Noise Model (TNM) 
[5] and Calculation of Road Traffic Noise (CORTN) [6] noise 
models. The findings of the study are repeated in Figure 1. This 
study showed that the current fleet of Australian vehicles does 
not have the same emissions characteristics as the TNM or 
CORTN models. The result of this study is used as the basis for 
predicting overall noise emissions for Australia in this study.

Future generation transportation has inherently lower noise emissions which are driven by changes to regulation, improved 
technology and because of consumer expectations. Lower noise emissions will have an impact on infrastructure projects in 
terms of reduced capital costs and also improved amenity for the communities surrounding the infrastructure. It has been 
found that hybrid and electric vehicles will have the greatest impact on lower speed roads (80 km/hr or less) and only marginal 
impact for 100 km/r roads because tyre noise is the dominant source rather than propulsion noise at this speed. Results of 
these findings for major road infrastructure routes are presented for consideration by authorities, designers and contractors. 
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Figure 1. Correction to traffic noise emissions levels using TNM, 
CORTN and measured by Jurevicius et al. [7] with varying percentage 
commercial vehicles (normalised to 75 km/hr and 0% commercial 
vehicles)

HISTORICAL ROAD VEHICLE NOISE 
EMISSION REDUCTIONS

The regulations associated with vehicle noise emissions 
have gradually been reducing the noise emission limits over 
the past 45 years [7]. The development of overall vehicle noise 
emission limits in the EU, Japan and USA from [7] is shown in 
Figure 2. The effect of noise emission regulations on received 
noise levels at residences vary significantly depending on the 
study being assessed in Sandberg 2001. The overall conclusion 
of the [7] study was that regulations have not been effective 
and only small reduction in noise levels at residences have been 
achieved over the studied 30 year time period. This primarily 
is related to the regulation of propulsion noise the when the 
dominant tyre/road interface noise has not been regulated to 
the same degree.

 

Figure 2. Examples of the development of individual vehicle noise 
emission limits over the years including some projected limits [7]

PROJECTED FUTURE FLEET MIX 
Projections on the future vehicle fleet mix are difficult 

to make. There is a trend towards more hybrid vehicles as 
demonstrated by the number of models available. The current 
percentage of hybrid vehicles being sold in the USA is around 
3% [8]. This is expected to increase but at an unknown rate. 

In this article, a low (<10%), medium (50%) and high 
(90%) mix of passenger hybrid / electric vehicles has been 
assumed. Commercial vehicles are likely to have a slower 
adoption of hybrid vehicle technology due to the additional 
range and loads they carry. As such it is assumed that the noise 
emission for commercial vehicles is likely to remain similar to 
existing levels given the restricted choice of hybrid commercial 
vehicles. 

ASSESSMENT OF ELECTRIC/HYBRID AND 
COMBUSTION VEHICLE PASS-BY NOISE 
EMISSION

To assist in the analysis of noise from hybrid/electric 
vehicles compared with a combustion engine vehicle, a back-
to-back test was carried out with a hybrid and a manual 4 
cylinder combustion engine passenger vehicle. A Toyota 
Camry was selected for the testing and two vehicles with 
similar tyre wear and the same model chassis were sourced. 
The test vehicles both had the same tyre make and model 
(Dunlop Supersport 300E) and similar wear. This model 
vehicle was selected as it is a mid-size vehicle and currently 
in production as both a hybrid and non-hybrid version. 

A section of test road (Boundary Road, Truganina, 
Victoria, Australia) was selected which had a surface 
equivalent to dense graded asphalt, was flat, straight and in 
a rural setting without other traffic. The road was a single 
lane and there were no significant reflecting surfaces or road 
imperfections where the measurements were taken. The test 
road was used for vehicle pass by noise measurements. The 
surrounding area was grassed and flat. The tests consisted of 
a number of pass-bys with varying constant speed and engine 
load. At the time of the testing the conditions were minimal 
wind, 10 deg C, clear skies and 86 % relative humidity.

A calibrated Class 1 Bruel and Kjaer 2250 hand-held 
analyser and sound level meter with audio recording was used 
to take measurements of the vehicle pass by. The sound level 
meter was located 7.0 m from the centre line of the vehicle 
and was mounted on a tripod 1.2 m above the ground level. 
The overall averaged results of the testing is summarised in 
Table 1. 

The coasting noise levels at 100 km/hr per hour were 
0.4 dB(A) lower for the 4 cylinder vehicle and 1.2 dB(A) 
lower for the hybrid vehicle with constant speed and 
engine load. At lower speeds the propulsion noise was 
more significant compared to tyre/road interface noise. The 
difference between the engine loaded and unloaded noise 
levels show the engine / motor is not the dominant noise 
source at 100 km/hr and there was a greater difference with 
the hybrid vehicle.
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Table 1. Vehicle maximum pass-by relative noise levels

Test Condition Average individual vehicle maximum pass-
by noise level

Difference between 4 Cylinder and 
Hybrid Camry maximum pass-by 
noise level (positive number where 
4 cylinder has a higher noise level)

Hybrid Camry 4 Cylinder 
Combustion Camry

60 km/hr constant speed 
and engine load

70.6 dB(A) 72.9 dB(A) 2.3 dB(A)

80 km/hr constant speed 
and engine load

75.0 dB(A) 78.3 dB(A) 3.3 dB(A)

100 km/hr constant speed 
and engine load

79.4 dB(A) 80.1 dB(A) 0.7 dB(A)

100 km/hr coasting 
(engine unloaded)

78.2 dB(A) 79.7 dB(A) 1.5 dB(A)

Table 2. Predicted change on overall noise emissions

Percentage Commercial Vehicle
Low (5%)

Medium (10%)
High (20%)

Hybrid Vehicle Fleet Percentage

Speed Low (10%) Medium (50%) High (90%)
60 km/hr

Low CV%
Medium CV%
High CV%

0.2 dB(A)
0.2 dB(A)
0.2 dB(A)

1.1 dB(A)
0.9 dB(A)
0.7 dB(A)

1.7 dB(A)
1.4 dB(A)
1.0 dB(A)

80 km/hr
Low CV%
Medium CV%
High CV%

0.4 dB(A)
0.3 dB(A)
0.2 dB(A)

1.6 dB(A)
1.3 dB(A)
0.9 dB(A)

2.4 dB(A)
2.0 dB(A)
1.4 dB(A)

100 km/hr
Low CV%
Medium CV%
High CV%

0.1 dB(A)
0 dB(A)
0 dB(A)

0.3 dB(A)
0.2 dB(A)
0.2 dB(A)

0.5 dB(A)
0.4 dB(A)
0.3 dB(A)

ASSESSMENT OF ROAD/TYRE 
INTERACTION NOISE EMISSION

The noise emissions from the road / tyre interaction could 
reduce with future advances in tyre and road technology with 
between 4 and 6 dB(A) theoretically possible with current 
reported technologies [9]. The current Australian Design 
Rule for passenger car tyres [10] however does not provide 
noise limits and hence without a regulatory driver there is 
unlikely to be significant change in Australia. While tyres may 
be imported from Europe (where there are noise limits) the 
impact on reducing noise on Australian road noise emission 
is questionable in the absence of a regulatory driver. For the 
purposes of this paper it is hence assumed that there will be no 
significant reduction in tyre noise emission levels in Australia. 

ANALYSIS
Changes to future vehicle emission levels have been 

calculated for the low (<10%), medium (50%) and high (90%) 
mix of passenger hybrid / electric vehicles using measured 

results from Table 1 and vehicle emission levels from Figure 
1. The percentage of commercial vehicles is assumed to be 
low (5%), medium (10%) and high (20%) with no change in 
commercial vehicle noise emissions and no change due to tyre/
road interaction noise levels. 

From Table 2 it can be seen that significant noise 
reduction (> 0.5 dB(A)) is only achieved at lower speeds 
(less than 80 km/hr) and with medium to high hybrid vehicle 
fleet mix. In limited cases the difference is greater than 1 dB(A). 
Hybrid vehicles are not likely to have a significant impact for 
freeway / expressway infrastructure projects operating at 100 km/hr.

CONCLUSIONS
The simplistic assumption that hybrid or electric vehicles 

will significantly reduce the scale of noise walls on urban 
freeways is not shown by the research in this paper. While over 
time the propulsions noise levels have reduced, the overall 
noise levels have not significantly reduced mainly to the slower 
improvements in tyre technology. While this is not likely to 
change rapidly in the future because of a lack of regulation 
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around tyre noise in Australia, there is still the potential for 
reductions in vehicle noise emissions with hybrid or electric 
vehicles. Should there be a change to tyre noise regulations the 
reductions could be much more significant. Pressure should be 
placed on the reduction of tyre noise emissions. The impact on 
the reduction in noise is greatest at low speeds and with greater 
than 50% of the vehicle fleet being hybrid or electric. The 
results from this research have found that for a low percentage 
of hybrid vehicles there is unlikely to be any significant 
changes to vehicle noise emissions. 
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Update Your Records

The AAS will be increasing the use of the on-line 
records with an update of the web page in the near 
future. The decision has been made on the model 
layout for this new improved website which will 
greatly increase the navigation and value for the 
website.

It is important that the records held in the membership 
base are up to date. It is the responsibility of each 
member to log on, check the current listing and update 
your company, address, preferred email, etc. So please 
check out your records now. If you have forgotten 
your username and/or password, you can retrieve them 
with the forgot username / forgot password options 
and then you can check and amend your AAS records.
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News

Recent Actions on Human Vibration 
Safe Work Australia (SWA) has developed 
fact sheets to raise awareness of exposure to 
whole-body and hand-arm vibration and give 
guidance on how to reduce the exposure of 
workers to vibration. The fact sheets provide 
information on the health effects resulting from 
exposure to vibration from common sources in 
the workplace. Information is included on the 
levels of exposure which are known to cause 
health effects, and suggested control measures 
which can be put in place. These fact sheets 
are the initial stages of work examining the 
feasibility of developing a model code of 
practice on controlling the risks of vibration 
at work. Since awareness and knowledge on 
the health effects and available hazard controls 
is relatively low in Australia, these fact sheets 
are being made available to business as a first 
step. These sheets are available from
http://www.safeworkaustralia.gov.au/sites/
SWA/AboutSafeWorkAustralia/WhatWeDo/
Publications/Pages/Hand--arm-vibration-fact-
sheet.aspx  
and
http://www.safeworkaustralia.gov.au/sites/
SWA/AboutSafeWorkAustralia/WhatWeDo/
Publications/Pages/Whole-body-vibration-
fact-sheet.aspx 

SWA is currently examining the development 
of guidance and the feasibility of a model 
code of practice on controlling the risks of 
vibration at work. The report Implementation 
and effectiveness of the European Directive 
relating to vibration in the workplace examines 
the requirements and effectiveness of the 
European Machinery Directive (2006/42/
EC) and the Directive on Vibration (2002/44/
EC) as implemented in the UK. It considers 
whether adoption of similar regulatory 
framework could be appropriate for Australia. 
It also provides a summary of the evidence for 
the health effects resulting from exposure to 
vibration and the identified gaps in vibration 
health effects knowledge.
The AAS has been the proponent to Standards 
Australia to initiate a project for a direct text 
adoption as an Australian Standard of the ISO 
standard on the measurement of Hand-Arm 
Vibration. This project has been approved to 
be undertaken but there is still some work to 
be done before the document appears as an 
Australian Standard.
The  UK  Health and Safety Executive (HSE) 
has published a new research report on Uptake 
and quality of health surveillance for hand-
arm vibration and noise exposure. As well 
as surveying the uptake, quality and use of 
results of health surveillance, it has some 
interesting statistics on risk assessments and 
training completed. 

See: http://www.hse.gov.uk/research/rrhtm/
rr948.htm?eban=govdel-noise&cr=08-
Oct-2012 

Noise Induced Hearing Loss Priority  
Safe Work Australia has published the 
Australian Work Health and Safety Strategy 
2012-2022 to provide a 10 year framework to 
continue to drive improvements in workplace 
health and safety in this country. The strategy 
sets out four outcomes and seven action areas, 
seven priority industries and six priority 
work-related disorders. The latter includes 
Noise-induced Hearing Loss. The strategy is 
available at www.safeworkaustralia.gov.au

ISVR turns 50 
2013 will mark the 50th anniversary of the 
foundation of the Institute of Sound and 
Vibration Research (ISVR) at the University 
of Southampton, UK. To celebrate the 
achievements of its people, past and present, 
ISVR will be hosting a two-day symposium on 
11-12 July 2013. The symposium will feature 
talks from key speakers having an association 
with the ISVR. The celebrations will culminate 
in a social function with a buffet supper and 
entertainment. 
The event will include presentations by Julie 
Brinton (South of England Cochlear Implant 
Centre), Tim Leighton (ISVR), Goran Pavić 
(Institut National des Sciences Appliquées, 
Lyon), Mike Griffin (ISVR), Stuart Bolton 
(Purdue University), Colin Smith CBE (Rolls-
Royce), John Shelton (AcSoft), John Dixon 
(ISVR Consulting) Paul White (ISVR), Steve 
Elliott (ISVR), Stefan Bleeck (ISVR).
The EJ Richards Lecture titled Thirty Years of 
Auditorium Design will be given by Mr Rob 
Harris, Global Acoustic Leader, Arup.
The tickets for the event are £50 for full 
attendance, with a reduced cost for partial 
attendance. Details of the event are available 
online at http://www.isvr.co.uk/ISVR-50th-
anniversary

Science Media Assistance
The Australian Science Media Centre 
has developed a new free online tool, 
ScienceMediaSavvy.org,  to help scientists 
work with the media and better inform 
public debate on the major issues of the day.  
ScienceMediaSavvy.org   has been developed 
with support from CSIRO, and provides tips 
and advice for understanding and dealing 
with the news media. ScienceMediaSavvy.
org is not intended to replace hands-on media 
training workshops but will help those of you 
who are unable to take the time or foot the cost 
of attending an in-depth media training course 
or for those who need a refresher. The instant 
online availability of ScienceMediaSavvy.org 
will help fill a gap in terms of what is currently 
available, giving advice on dealing with the 
media as needed, from any internet-enabled 
computer, smartphone or tablet.

A short video explaining what 
ScienceMediaSavvy.org is all about is 
available on YouTube at www.youtube.com/
watch?v=zkph98pwCUg
 
Acoustic Excellence Award for 
AECOM
AECOM secured the Engineers Australia 
Excellence Award in the South Australia 
Buildings and Structures category for their 
acoustic engineering services on the new 
Adelaide Film and Screen Studio. AECOM 
acoustic engineers provided a solution to the 
South Australian Film Corporation (SAFC) 
that will support the growth of film, television, 
audio visual and media industries in South 
Australia. The team, led by Dr Peter Swift, 
worked closely with the SAFC to identify 
their needs around acoustically sensitive 
spaces and meet Dolby Premier Mixing 
Studio requirements. The studios incorporate 
two soundstages, the Dolby Premier studio, 
various post-production areas including edit 
rooms, an additional dialogue recording room 
(ADR) and Foley (sound effects) room, and 
the 96-seat screening theatre. The world-
class studios enable South Australia’s screen 
industry to remain at the forefront of the 
Australian film production

ASA honours to Neville Fletcher
At its October meeting in Kansas City, the 
Acoustical Society of America held a session 
to honour the important contributions of 
Neville Fletcher in diverse areas of acoustics. 
Recovering from some surgery, Neville was 
unable to attend in person, so the ASA was 
persuaded to hold its first intercontinental 
electronic session. The audiences in Kansas 
City and Sydney each saw a screen showing 
the presentation slides, plus two small video 
screens showing the audiences in both cities. 
After the session, the Kansas City participants 
retired to the buffet social, while their Australian 
colleagues enjoyed breakfast.
Ex-students and other close collaborators of 
Neville’s spoke on birdsong and a variety of 
musical instruments; Tom Rossing summarised 
Neville's huge contribution to acoustics as well 
his important contributions in several other 
areas of physics.
Neville Fletcher is a fellow of  the Australian 
Academy of Science, the Australian Academy 
of Technological Sciences and Engineering, the 
Australian Acoustical Society, the Acoustical 
Society of America, the Institute of Physics 
(London) and the Australian Institute of 
Physics. His awards include the Edgeworth 
David Medal (Royal Society of NSW), 
the  Thomas Ranken Lyle Medal (Australian 
Academy of Science), the Silver Medal in 
Musical Acoustics (Acoustical Society of 
America) and the Australian Government's 
Centenary Medal. He is a Member of the Order 
of Australia (AM). Neville has written 7 books, 
about 200 research papers, 6 patents, 5 reports 
and 4 booklets for schools.
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Rossing Prize for Excellence in 
Education to Joe Wolfe
In October 2012, Joe Wolfe was presented with 
the Rossing Prize for Excellence in Education 
from the Acoustical Society of America. 
Joe and his UNSW team are internationally 
recognised for their educational web sites. 
These began last century when the acoustics lab 
presented its research for a general audience, 
and then expanded to include a broad range of 
introductory materials in acoustics (see  www.
phys.unsw.edu.au/music).
Recently, with George Hatsidimitris and John 
Smith, Joe has made Physclips, envisaged 
as a multi-level multi-media introduction to 
physics. The volumes on Mechanics, Waves 
and Sound are now finished and the team is 
working on Light. Physclips is available at 
www.animations.physics.unsw.edu.au

Acoustical Society of America president David 
Bradley presents Joe Wolfe with the Rossing 
prize for education.

Acoustica’s ‘Green’ Production Line 
At the production plant of Acoustica, in 
NSW, Australia, the world’s first water based 
viscoelastic acoustic noise barrier production 
line has been opened. These noise barriers herald 
a shift away from petrochemical based barriers 
and in particular what until now has been the 
industry standard, loaded vinyl barriers which 
include harmful plasticisers.  QuietWave® is 
the culmination of the adoption by Acoustica 
of the principles of green chemistry and seven 
years of research and development. Green 
chemistry, also called sustainable chemistry, 
is a philosophy of chemical research and 
engineering that encourages the design of 
products and processes that minimize the use 
and generation of hazardous substances. The 
result is the world’s first water based mass 
loaded Acoustic NoiseBarrier. In September 
2012, the NSW Minister for Primary Industries 
and Small Business, the Honourable Katrina 
Hodgkinson, officially opened the production 
line today at the St Mary’s NSW production 
plant of Acoustica Pty Ltd. This natural organic 
barrier is the beginning of a move away 
from mass loaded PVC and thermoplastic 
barriers towards environmentally acceptable 
alternatives.
More information from www.acoustica.com.
au, info@acoustica.com.au
 

Colin G Speakman Travel Bursary
During 2012, the Queensland Division 
established the Colin G Speakman Travel 
Bursaries. The bursaries were established in 
honour of Colin’s contribution to the Society 
and Division over many years. Two (2) 
bursaries of up to $1200 are provided to assist 
with travel and registration costs associated 
with attendance at the annual conference 
of the Australian Acoustical Society, or in 
years when Australia hosts or co-hosts an 
international acoustical conference, the relevant 
international conference (and associated 
satellite conferences). To be eligible for these 
awards, prospective applicants must have had 
a paper accepted at a designated conference for 
that year.
The 2012 bursaries were made available for 
student travel to Acoustics 2012, Acoustics, 
Development and the Environment at 
Fremantle. No applications were received 
for the 2012 award. Applications are sought 
for the 2013 bursaries. These will support 
student travel to Acoustics  2013, Science, 
Technology and Amenity, to be held at Victor 
Harbor, South Australia on 17-19  November 
2013. Submissions close 5.00 pm Friday 30th 
August 2013.
The Queensland Division conducts an 
educational awards program to encourage and 
support acoustical education and research at 
institutions of learning in Queensland. Awards 
are granted on an annual basis in two divisions, 
a schools division (Division I) and a tertiary 
division (Division II). 
More information on the QLD Division 
education and travel awards can be found at
www.acoustics.asn.au/joomla/notices.html

New Products

VibraScout USB DC Triaxial Vibration 
Measurement System
Dytran Instruments, Inc. is an industry leader 
in the design and manufacture of piezoelectric 
and DC MEMS sensors to support a variety of 
vibration testing applications, including NVH, 
component durability, modal and structural 
analysis, flight vibration testing, seismic 
monitoring, road load data acquisition, 
transmission testing, ride quality and real time 
monitoring of plant & equipment, vehicles, 
sea going vessels and aircraft.  Included 
among the new Dytran DC MEMS sensors 
is the VibraScout Vibration Measurement 
System now available through Kingdom 
Pty Ltd, which includes a USB digital 
triaxial accelerometer combining a MEMS 
accelerometer with a microcontroller to create 
an intelligent sensor.
The VibraScout Vibration Measurement 
System consists of a USB triaxial DC 
response accelerometer, 15-foot 4-pin to USB 
cable assembly, VibraScout Data Acquisition 
Software, and VibraScout Windows 

compatible Post Processor software on CD (no 
license required). In addition to the vibration 
measurement system, the only required 
hardware is a personal computer with a USB 
port.
The accelerometer model features power from 
a PC bus, and as a result no additional external 
power supply is required. The software 
package supplied with each system allows 
for real time, three directional acceleration 
acquisition (including Static Inclination) 
along with real-time temperature monitoring. 
The VibraScout Post Processor software is 
designed to provide a user with the tools to 
apply non-linear interpolation to resample 
raw data recorded with VibraScout software 
to higher frequencies, thus improving signal 
resolution. The VibraScout USB Vibration 
Measurement System was designed for a 
variety of low-to-medium frequency vibration 
applications where portability is critical 
including quick, easy in-field data collection; 
Noise, Vibration and Harshness (NVH); static 
angular measurements; ride quality; vibration 
measurement and diagnosis at rotating 
machinery; and simplified field data testing. 
The system is also ideal for calibration of 
sensors where qualification is required in the 
low range down to DC (0 Hz)
For further information kingdom9@kingdom.
com.au, www.kingdom.com.au

300 m Range Wireless Transmitters
SAVTek have conducted testing with 9dBi 
aerials on the SINUS ‘Virtual Wire’ Type 1 
wireless transmitter and receiver. The new 
aerials achieved a line-of-sight range of 300m 
between the transmitter and receiver while 
conducting acoustic measurements. This 
means it is possible to transmit type 1 acoustic 
or vibration signals up to 300m away and 
across roads, rivers or train lines. The wireless 
transmitter system can also be used through 
walls for transmission loss testing or when you 
need to place a transducer in a sealed space. 
The units are available for rent or sale and as 
1 or 2 channels. They have an internal 6 hour 
rechargeable battery and are able to power 
200V polarised or ICP transducers.
Further information from Darryl Watkins at 
SAVTek, (07) 3300 0363 or dwatkins@savtek.
com.au, www.savtek.com.au 

Meeting Reports

NSW Division
On 25th September, Colin Tickell of Hatch 
Associates gave a technical talk titled 
Assessing environmental noise compliance of 
upgrade projects within long-term existing 
industrial sites. His talk described how noise 
objectives were established for new projects 
at two sites - BlueScope Steel Port Kembla 
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steelworks and Boral Berrima Cement Plant. 
Both companies have operations that have 
continued at the same sites since the 1930s 
and have many older items of plant. Colin’s 
talk described how noise objectives were 
established for the new projects whilst existing 
plant on the sites were operating 24-hours / 
7-days per week, how objectives for new plant 
items were set, and how compliance with the 
contribution objectives was demonstrated.
The NSW Division held their AGM on 30th 
October at the National Acoustics Laboratory, 
Chatswood. Immediately following the 
AGM was a technical meeting with a talk 
presented by Marion Burgess of UNSW 
Canberra, Chris Schulten of Railcorp NSW, 
and Barry Murray of Wilkinson Murray. 
They each gave short presentations related to 
Application of broadband reversing alarms. 
Their presentations were followed by a panel 
discussion.
The NSW Division held their 2012 Christmas 
Breakfast on 4th December at AECOM. During 
the breakfast a presentation was given by Len 
Wallis titled Why don’t consumers consider 
acoustics? Following the presentation there 
was a presentation by GRAS including their 
new ANSI head.

VIC Division
On 1st November, the Victoria Division had a 
successful visit to and viewing of the recently 
refurbished Hamer Hall in the Victorian Arts 
Complex.  The attendees were broken up into 
two groups and were taken around the venue 
and shown items of interest architecturally 
and historically.  The acoustic impact of the 
changes was explained by Amanda Robinson 
of Marshall Day Acoustics, who was part of the 
team who worked on the project with Kirkegaard 
Associates from the US. The major changes of 
the  refurbishment included redesign of the stage 
and surrounding area, partial removal of balcony 
‘arms’, new air-conditioning system, addition 
of high frequency absorption over heritage 
elements, new retractable over-stage reflector 
and new sound system. The tour was followed 
by drinks and finger food in the Amcor Room 
and Amanda fielded some further technical 
questions impromptu. The AGM was held and 
positions ratified. Simon DeLisle is stepping 
down as Division Secretary and was thanked by 
Norm Broner.
The Victoria Division held its annual End of 
Year Dinner at the Malvern Valley Golf Club. 
29 members came to hear the guest speaker, 
Andrew Stephenson, Partner at Clayton Utz, 
talk on the topic Expert witnesses - tips and 
traps for engineers. Andrew Stephenson heads 
the Clayton Utz Construction Group and the 
International Arbitration Group in Melbourne. 
Andrew explained that the role of an expert 
is to give factual evidence, to be independent 
and impartially assist the court but not to be 
an advocate for the client!  Experts need to 
provide an objective unbiased opinion, state 
clearly the facts upon which your opinion 
was based, where necessary make clear when 

the field of interest is outside their expertise 
and not to play inappropriate expertise.  It 
is a mistake for an expert to try and win the 
case on behalf of the client, that is, the role 
of counsel. Andrew interspersed his talks with 
amusing anecdotes and transcripts from his 
wide experience which illustrated some of the 
points that he had made.

QLD Division
The second half of 2012 was a busy period for 
the Queensland Division. On 22nd August, 
Ben Hoddinott, Manager of Clinics for 
Neurosensory, presented a talk titled Audiology 
for the non-audiologist. In his talk Ben described 
the mechanisms behind hearing loss, the types of 
hearing tests conducted to determine the extent 
of any loss and how hearing can be restored 
using hearing aids and cochlear implants. The 
talk was well received with everyone who 
attended learning something new.
A joint technical meeting was hosted by 
Poly-Tek and Pyrotek on the 18th September. 
Neil Allen, General Manager of Poly-Tek, 
presented the development history of their 
new composite panel noise barrier system 
which has just been approved for use to reduce 
rail and road traffic noise by the Queensland 
Department of Transport and Main Roads. 
Richard Latimer, Marketing Manager of 
Pyrotek Noise Control, presented information 
about their product range and introduced their 
new absorptive product Reapor, which is made 
from recycled glass granules fused together to 
form a homogenous panel.
The Queensland AGM and a technical talk 
titled Modelling and control of railway 
dynamic and acoustic phenomena were held 
on 31st October. The required quorum for the 
AGM was easily achieved, with Ian Hillock 
and Claire Richardson choosing to reprise their 
roles on the Committee. Matthew Fishburn 
of Alpha Acoustics and David Borgeaud of 
Savery and Associates nominated to join the 
Committee, increasing the total Queensland 
Committee membership to nine. The technical 
talk was presented by Associate Professor 
Paul Meehan from the School of Mechanical 
Engineering at the University of Queensland.
On 5th December, the 2012 Christmas party 
was held at the Queensland Cricketers Club 
overlooking the Gabba Cricket Ground. 
There was a good turn out with many Society 
members encouraged to bring their partners 
to enable them to have an insight into the 
operations of the Society. Dr Rebecca Dunlop 
from the Cetacean Ecology and Acoustics 
Laboratory at the University of Queensland 
presented an interesting talk on whale noise 
that was well received by everyone present.
Planning has commenced for 2013 with 
the technical talk program anticipated to 
commence late February. Notice of these 
events will be placed on the AAS website, 
with the Queensland Division welcoming 
members from other states to participate in the 
technical talk program. 

SA Division
The South Australian division held a dinner at 
Enzo’s Ristorante on 14 June 2012 to honour 
the many years of contributions to the SA 
division from Peter Teague and Byron Martin, 
who have recently departed the state. We wish 
them all the best with their future endeavours.
The Annual General Meeting (AGM) was 
held on 4 September 2012 at the University of 
Adelaide. The SA Division Committee would 
like to thank Dr Carl Howard, who stepped 
down from his position of chairperson at this 
meeting, for the time and effort that he has 
put in both as chairperson of our division, 
and as an active committee member for many 
years prior to that. We congratulate Jonathan 
Cooper, who has since been elected as our new 
chairperson.
Following the AGM, Federal Council 
President Peter Heinze presented a talk 
entitled Insul prediction software: A review 
and what is new in version 7. Insul is 
a program developed by Marshall Day 
Acoustics for predicting the sound insulation 
of building elements and constructions. Peter 
demonstrated the latest version, describing the 
software’s new features including prediction 
of triple panel constructions, new materials 
editor, auralisation of sound level differences, 
free field incidence, new frame types and users 
own maintenance of database of materials.
The SA Division provided partial sponsorship 
of $750 to assist undergraduate students 
from the University of Adelaide, Wei Shern 
Wong and Nicholas Cheng, to attend and 
present a paper entitled Frequency shifting 
listening device at Acoustics 2012 Fremantle. 
The paper, outlining their Honours project 
work, describes the design, construction and 
performance of a device that shifts frequency 
in real time and amplifies low frequency noise 
into the audible frequency range.
The SA Division are now busy organising 
Acoustics 2013 Science, Technology and 
Amenity, the annual conference of the 
Australian Acoustical Society, which will 
be held at McCracken Country Club, in the 
beautiful seaside region of Victor Harbor, 
South Australia, 17-19 November 2013. In 
the meantime, the SA Division are looking 
forward to our upcoming annual Christmas 
function, which will be held at Panacea 
Restaurant on 7 December 2012.

WA Division
In the last few months the WA Division of 
the AAS was busy preparing for the annual 
acoustics conference.  As such, there was 
no time for technical meetings or society 
functions. With the conference now being 
over, the WA division looks forward to 2013 
and will no doubt be organising some events 
to get members together again.
The Acoustics 2012 conference was held 
in late November at the Esplanade Hotel in 
Fremantle. The conference was well attended 
by sponsors/exhibitors and delegates. A 
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successful conference is only possible with 
the help of several committed people. A 
special thanks goes out to Luke Zoontjens, 
Alec Duncan, Norm Broner, Kingsley Hearne, 
Terry McMinn, Ben Farrell, John Macpherson, 
Pam Gunn, Sasha Gavrilov and Gareth Forbes.

Future Conferences

ICA 2013 Montréal, Canada
The 21st International Congress on Acoustics, 
ICA2013, will be held 2-7 June 2013 at the Palais 
des Congrès in downtown Montréal, Canada. 
This meeting is hosted by the Acoustical Society 
of America (ASA) and the Canadian Acoustical 
Association (CAA). The high standard technical 
program will include plenary, distinguished, 
invited, contributed and poster papers covering 
all aspects of acoustics. There will be an 
extensive technical exposition highlighting the 
latest advances in acoustical products. 
Several satellite meetings on specialised 
topics will be held in conjunction with 
ICA2013.  The International Symposium on 
Room Acoustics (ISRA) will be held 9-11 
June 2013 in Toronto, immediately following 
the ICA. More information on ISRA can be 
found at www.ISRA2013.com.
More information on ICA2013 can be found at  
www.ica2013montreal.org

International Symposium on Room 
Acoustics
The International Symposium on Room 
Acoustics, ISRA 2013, will be held in Toronto, 
Canada, June 9-11, 2013 immediately 
following the ICA congress in Montreal. 

ISRA 2013 will be a single stream conference 
on acoustical issues related to performance 
spaces. ISRA 2013 will include presentations 
by 4 internationally acclaimed keynote 
speakers and a number of special sessions. 
Sessions will include both invited and 
contributed papers presented in either lecture 
or poster format. There will also be technical 
tours of performance spaces and an extended 
tutorial session. 
More information at  www.isra2013.com

ICSV20 Bangkok, Thailand
The 20th International Congress on Sound and 
Vibration (ICSV20) will be held from 7-11 July 
2013 in Bangkok, Thailand. The conference 
will be held at the Imperial Queen’s Park Hotel 
which is strategically located in the city centre 
and the important commercial district, with 
direct access to a lush public park. Theoretical 
and experimental research papers in the fields 
of acoustics, noise, sound, and vibration are 
invited for presentation. Important dates: 
Abstracts are due 15 February 2013 and full 
papers 1 April 2013
More information at www.icsv20.org

Inter-Noise 2013 Innsbruck, Austria
The 42nd International Congress and 
Exposition on Noise Control Engineering 
will be held in Innsbruck, Austria from 15-
18 September 2013. The Congress is being 
organized by the Austrian Noise Abatement 
Association for the International Institute 
of Noise Control Engineering (I-INCE). 
Innsbruck, the capital of the Tyrol, is located 
in the Alpine region of Austria, in the valley 
of the river Inn, at 580 metres above sea 
level. It is surrounded by mountain ranges 
and numerous peaks which reach an altitude 
of 2700 metres above sea level. The city has 

140,000 inhabitants and hosts one of the 
oldest universities in Europe, founded in the 
year 1562.  The conference will be held at the 
award winning Innsbruck Congress Centre. 
More information at www.internoise2013.com

Wind Turbine Noise 2013 Denver, USA
The 5th International conference on Wind 
Turbine Noise (2013) is organised by INCE/
Europe in cooperation with INCE-USA. 
WTN13 will be held in Denver, Colorado from 
28-30 August 2013. The conference is relevant 
to those with an interest in wind turbine noise 
and its effect on people. Abstracts are due by 
15 April 2013. 
More information at
www.windturbinenoise2013.org

PRUAC 2013
The 4th Pacific Rim Underwater Acoustics 
Conference (PRUAC 2013) will be held 
from 9-11 October 2013 at the Jinxi hotel in 
Hangzhou, China. PRUAC 2013 will be held 
with the conference theme of Underwater 
Acoustics and Ocean Dynamics. Topics 
include internal wave observation and 
prediction, environmental uncertainty and 
coupling to sound propagation, environmental 
noise and ocean dynamics, dynamic modelling 
in acoustic field, acoustic tomography and 
ocean parameters estimation, time reversal 
and matched field processing, underwater 
acoustic localization and communication, and 
measurement instrumentation and platform. 
More information at http://pruac.zju.edu.cn/
index.htm

 

CadnaA is the premier software for 
the calculation, presentation, 
assessment and prediction of noise 
exposure and air pollutant impact. 
It is the most advanced, powerful 
and successful noise calculation 
and noise mapping software 
available in the world.

. One button calculation

. Presentation quality outputs

. Expert support

Renzo Tonin & Associates is now the 
distributor for CadnaA in Australia & NZ.

Contact us for a quote!

p 02 8218 0500
f 02 8218 0501

e sydney@renzotonin.com.au
www.renzotonin.com.au
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Barrisol®  Acoustics - A20 Acoperf®

Oslo Opera House
4000m2, matt white ceiling panels (60m2/panel) 
architect : Snohetta Architects
acoustics: Arup
2009 European Award for Contemporary Architecture  

Barrisol®  Acoustics - A15 Nanoperf®

Marquee Nightclub, The Star, Sydney
High gloss black acoustic curved ceilings
architect : Squillace Nicholas Architects
acoustics : AECOM      

Barrisol® Lumière® Acoustics - A30 Microacoustic®    

London Aquatics Centre 
139 backlit translucent acoustic petal shaped panels
architect : Zaha Hadid
acoustics : Arup    

  
  

Barrisol® Acoustics -  A15 Nanoperf®

Bucharest Sunplaza - Romania
10,000m2 Barrisol rectangular ceiling panels 
�nish: gloss, matt, satin 
architect : Chapman Talyor
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Barrisol® Acoustics® Lumière®

BMW Edge, Federation Square
arch. : Lab + Bates Smart
acoustics : Marshall Day

A15 Nanoperf ® 

A15 Nanoperf ® with insulation 

NRC : 0.62 NRC : 0.83

A15 Nanoperf®
 A15 Nanoperf® with insulation 

A15 NANOPERF® without insulation  

A15 NANOPERF® with insulation 

 Barrisol   NANOPERF Membrane®

130 mm

 insulation              40 mm

 Ceiling

130 mm

 Barrisol   NANOPERF Membrane®

Les Acoustics® - Microperforated Stretch Ceilings 

Barrisol ceilings with invisible microperforations
provide exceptional acoustic performance 
without compromising your design. 
Each perforation is just 0.1mm diameter, with up to 500,000 
microperforations per square meter. Ceiling panels are not 
restricted to �xed panel sizes or shapes, with single custom 
ceiling panels up to 50 square meters in size.

The sound absorption works by converting sound energy into 
thermal energy through friction with the microperforations. 
The friction is increased by the resonance of air within the 
cavity between the microperforated membrane and ceiling.

Barrisol microperforated acoustic solutions are available 
across the entire Barrisol range of 230 colours and 18 
�nishes, including gloss, satin, matt, translucent and recycled. 
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Diary

2013

2 - 5 May, Singapore
International Congress on Ultrasonics 
(ICU 2013)
http://www.icu2013.com.sg/

26 – 31 May, Vancouver, Canada
IEEE International Conference on Acoustics, 
Speech, and Signal Processing (ICASSP)
http://www.icassp2013.com
 
2 – 7 June, Montréal, Canada
21st International Congress on Acoustics 
(ICA 2013)
 http://www.ica2013montreal.org

9 - 11 June, Toronto, Canada
International Symposium on Room 
Acoustics (ISRA 2013)
http://www.isra2013.com

7 –11 July, Bangkok, Thailand 
20th International Congress on Sound 
and Vibration (ICSV20)
http://www.icsv20.org 

23 – 26 July, Glasgow, UK 
Invertebrate Sound and Vibration (ISV 
2013)
http://www.isv2013.org

26 – 28 August, Denver, USA 
Noise-Con 2013
http://www.inceusa.org/nc13

27 – 30 August, Denver, USA
Wind Turbine Noise 2013
http://www.windturbinenoise2013.org

15 – 18 September, Innsbruck, Austria
Inter-Noise 2013
http://www.internoise2013.com

9 – 11 October, Hangzhou, China
4th Pacific Rim Underwater Acoustics 
Conference
http://pruac.zju.edu.cn/index.htm

2014

6 –10 July, Beijing, China 
21st International Congress on Sound and 
Vibration (ICSV21)
http://www.iiav.org/index.
php?va=congresses

7 -12 September, Krakow, Poland 
Forum Acusticum 2014
http://www.fa2014.pl/

17 – 19 November, Melbourne, Australia
Inter-Noise 2014
http://www.internoise2014.org/

Meeting dates can change so please 
ensure you check the conference 
website: http://www.icacommission.
org/calendar.html 

2015

10 – 15 May, Metz, France 
International Congress on Ultrasonics 
(2015 ICU)
http://www.me.gatech.edu/2015-ICU-Metz/ 

2016

5-9 September, Buenos Aires, 
Argentina 
22nd International Congress on Acoustics 
(ICA 2016)
http://www.ica2016.org.ar/
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Ngara post-processing software 
Creates 1/1 and 1/3 octave statistics 
Data in graphical format. 
Play audio  
Export WAV to MP3 
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   Full audio and 1/10th second data recording 
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a new website with

more videos    more case studies    more product information
more product news    more new applications

f r o m  t h e  c o m pa n y  w h o  b r o u g h t  y o u  a  q u i e t  e n v i r o n m e n t 

w w w . p y r o t e k n c . c o m

PYROTEK  
n o i S e  c o n t r o L
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The following are Sustaining Members of the Australian Acoustical Society. 
Full contact details are available from http://www.acoustics.asn.au/sql/sustaining.php

Sustaining Members

3M AUSTRALIA 

www.3m.com

ACOUSTIC RESEARCH LABORATORIES 

www.acousticresearch.com.au

ACRAN 

www.acran.com.au

ACU-VIB ELECTRONICS 

www.acu-vib.com.au

ADAMSSON ENGINEERING 

www.adamsson.com.au

AERISON PTY LTD 

www.aerison.com

ASSOCIATION OF AUSTRALIAN  

ACOUSTICAL CONSULTANTS 

www.aaac.org.au

BARRISOL AUSTRALIA
www.barrisol.com.au

BORAL PLASTERBOARD 

www.boral.com.au/plasterboard

BRUEL & KJAER AUSTRALIA 

www.bksv.com.au

CSR BRADFORD INSULATION 

www.bradfordinsulation.com.au

EMBELTON 

www.vibrationisolation.com.au

HOWDEN AUSTRALIA 

www.howden.com.au

IAC COLPRO 

industrialacoustics.com/australia

NSW DEPT OF ENVIRONMENT & 

CLIMATE CHANGE 

www.environment.nsw.gov.au

PEACE ENGINEERING 

www.peaceengineering.com

PYROTEK NOISE CONTROL 

www.pyroteknc.com

SINCLAIR KNIGHT MERZ 

www.globalskm.com

SOUND CONTROL 

www.soundcontrol.com.au

SOUNDSCIENCE 

www.soundscience.com.au

VIPAC ENGINEERS AND SCIENTISTS 

www.vipac.com.au
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� Rapid deployment, no complex installations required
� Eliminate frequent visits to remote locations
� Easily share data among customers, consultants and project leads

Learn more at
www.thermofisher.com.au/noisetutor
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NATA Calibrations Sales & Service Instrument Hire
Acoustic and vibration 
instrument calibration 
laboratory servicing the 
whole of Australia and 
Asia Pacific region. 
FAST turnaround. NATA 
registered. All brands

We supply instruments 
from several 
manufacturers, giving 
you a wider selection to 
choose from. We also 
service ALL brands and 
makes.

We have a wide range of 
acoustic and vibration 
instruments for hire. 
Daily, weekly or monthly 
rental periods available. 
Call for advice on the 
best instrument to suit 
you

monitoring

Self-vibration

MicroSD memory card

Audio events recording

Voice comments recording

Acoustic dose measurements 

Advanced time-history logging

1/1 or 1/3 octave real-time analysis

Three parallel independent profiles

Easy to use predefined setups

Class 1 SLM meeting IEC 61672:2002

Mo
re i

nfo
: w

ww
.ac

u-v
ib.c

om
.au

ACU-VIB ELECTRONICS- 14/22 Hudson Ave - Castle Hill 2154 - Phone 02 9680-8133 - eMail info@acu-vib.com.au

Low-cost type 1 SLM
An extremely small SLM (pocket-size & light weight) 
with options for 1/1 & 1/3 octave analysis. Simple 
Start/Stop operation mode. Intended for general 
acoustic measurements, occupational health and 
environmental noise measurements

SVAN 971 SLM & ANALYSER

New
Product
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Bruel & Kjaer Australia: Suite 2 · 6-10 Talavera Road · PO Box 349 · North Ryde NSW 2113 Sydney
Tel: +61 2 9889 8888 · Fax: +61 2 9889 8866 · www.bksv.com.au · auinfo@bksv.com.au
Melbourne: Suite 22, Building 4, 195 Wellington Road, Clayton VIC 3170
Tel: +61 3 9545 0233 · Fax: +61 3 9545 0266 · www.bksv.com.au · auinfo@bksv.com

HEADQUARTERS: Brüel & Kjær Sound & Vibration Measurement A/S · DK-2850 Nærum · Denmark
Telephone: +45 77 41 20 00 · Fax: +45 45 80 14 05 · www.bksv.com · info@bksv.com

Local representatives and service organisations worldwide

www.bksv.com/70

70 years. Driving innovation.

www.bksv.com/70

70 years. Driving innovation.

Helping solve sound and vibration challenges is in the 
DNA of Brüel & Kjær – just like our iconic green 
instruments and red shakers. 

From the world’s first acoustic analyzer to the flyover 
beamforming systems of today, when people need 
solutions in sound and vibration, they turn to us for 
the answers. 

For 70 years we have built our reputation on part-
nerships with customers and a dedication to excel-
lence in sound and vibration. 

But we are not standing still. Our commitment and 
innovation remain as we evolve to meet the future 
challenges of our customers.

The roar of a car’s engine and the feel of the ride; the clear 
audio of a hearing aid; the drone of planes from a busy air-
port; the quality of a mobile phone. Sound and vibration 
is all around us and constantly affects our lives.

HEADQUARTERS: DK-2850 Naerum · Denmark · Telephone: +45 4580 0500
Fax: +45 4580 1405 · www.bksv.com · info@bksv.com
 
Bruel & Kjaer Australia
Suite 2, 6-10 Talavera Road, PO Box 349, North Ryde NSW 2113 Sydney
Tel: +61 2 9889 8888  •  Fax: +61 2 9889 8866  •  www.bksv.com.au  •  auinfo@bksv.com

MELBOURNE: Suite 22, Building 4, 195 Wellington Road, Clayton  VIC  3170
Tel: +61 3 9560 7555 Fax: +61 3 9561 6700  •  www.bksv.com.au  •  auinfo@bksv.com

Local representatives and service organisations worldwide.


