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ABSTRACT

This paper considers how underwater acoustics as a discipline has evolved over the last several decades and
how it is likely to evolve in the future. The focus is on the Australian context, as that is where the bulk of the
author’s experience lies, but many of the influences and issues are global. This paper is intended to promote
discussion, particularly with regard to the future evolution of the field.

1 INTRODUCTION

Acoustics 2025 is being held at the same venue as the 2000 edition of the Australian Acoustical Society’s (AAS’s)
national conference, Acoustics 2000. It therefore seems timely to reflect on how the field of underwater acoustics
has evolved over the intervening quarter of a century, and to consider how it may evolve in the future.

Acoustics 2000 was a watershed for underwater acoustics within the AAS. The AAS had sponsored the Interna-
tional Conference on Underwater Acoustics, held at the University of New South Wales in December 1994 (AAS
1994), but there had been no meeting of the Australian underwater acoustics community since then. The Acous-
tics 2000 organizing committee decided to strongly encourage the submission of papers on underwater acoustics
and invited W. A. (Bill) Kuperman from the Marine Physical Laboratory at Scripps Institution of Oceanography, a
world expert in the field, to attend as a plenary speaker. As a result, underwater acoustics went from being a very
minor component of AAS national conferences, to contributing 34 of the 50 papers presented at Acoustics 2000.

The AAS has continued to encourage the participation of underwater acousticians, and the discipline has been
well represented at all subsequent conferences, although not dominating to the extent it did in 2000. This year's
conference is typical, with 31 papers being presented on various aspects of underwater acoustics, making up just
under 25% of the total of 128 papers.

This paper starts with a brief outline of the state of underwater acoustics in Western Australia, and Australia as a
whole, in 2000. It then compares the fields of application and topics of the papers being presented at the current
conference with those presented in 2000 and then discusses the reasons for the changes. Finally, it considers
how things are likely to change in the future.

2 Setting the Scene

Underwater acoustics was alive and well in Western Australia in 2000. At Curtin University, the Centre for Marine
Science and Technology (CMST), originally established by John Penrose in 1985, had become a strong research
group with considerable expertise in physical and biological aspects of underwater sound, hydrodynamics and
subsea imaging.

The Australian built Collins class submarine fleet, which ultimately consisted of six vessels commissioned between
1996 and 2003, was based at the HMAS Stirling naval base south of Perth and in 1996 the Defence Science and
Technology Organisation, DSTO, (now the Defence Science and Technology Group, DSTG), established a re-
search facility on the naval base to support the fleet. By 2000, a number of DSTO scientists with expertise in
underwater acoustics had moved from other states to work there and DSTO had also recruited local graduates,
several of whom were ex CMST students.
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In the commercial arena, the Fremantle based company that was set up as Nautronix in the 1980s to develop a
novel acoustic subsea navigation system for the offshore oil and gas industry, had undergone various corporate
rearrangements, and had expanded its activities into underwater acoustic communications, particularly for de-
fence. (The corporate rearrangements have continued but the entity that traces its origins back to Nautronix -
L3Harris Technologies — is still based in Fremantle.)

In the broader Australian context, the vast majority of research in underwater acoustics was defence related and
was being carried out at DSTO'’s facilities in South Australia, Victoria and New South Wales. The largest com-
mercial player was Thomson Marconi Sonar (Now Thales Underwater Systems), based in Rydalmere, NSW which
had a long history of developing underwater acoustic technology for the Australian Navy, often in conjunction with
DSTO, and provided the sonar systems for the Collins Class Submarines. In academia, Sydney University was
the most significant player outside of CMST, largely due to the efforts of Doug Cato, from DSTO who had (and
still has) an honorary position there.

By 2000, concern was growing about the potential impacts of human generated underwater sound on marine
fauna, particularly marine mammals, but knowledge about the acoustic environment in which these animals lived,
how they used sound themselves, and the impacts of human generated underwater sound on them, was in its
infancy. This lack of knowledge was in large part due to the high cost of making long-term acoustic measurements
in the ocean, which at that time required extremely expensive hydrophone systems, cabled to shore. However,
as will be described later, that was about to change.

In Australia, the concern about underwater sound impacts had just been given legislative teeth by the passing
into law of the Environment Protection and Biodiversity Conservation Act (EPBCA, 1999), which made it an of-
fence to “take” migratory and endangered species, which specifically included many marine mammal species.
The definition of “take” was sufficiently broad to include detrimental exposure to human generated sound, so this
legislation had the potential to affect such activities as offshore seismic surveys, pile driving and even the use of
high-powered naval sonar.

Another development was the impending installation of the Comprehensive Nuclear Test Ban Treaty Organisa-
tion’s three-hydrophone hydroacoustic station off the southwest corner of Western Australia, which became op-
erational in 2001 (CTBTO, 2008). Although set up to detect clandestine nuclear tests in the Indian Ocean, delayed
data from this station was expected to be available for research purposes, opening up a wide range of research
possibilities in underwater acoustics at frequencies up to the station’s bandwidth limit of 100 Hz.

3 Comparisons between Acoustics 2020 and Acoustics 2025

Table 1 and Figure 1 compare the fields of application of the underwater acoustics papers being presented at
Acoustics 2025 (31 papers) with those presented in 2000 (34 papers). There is a dramatic shift between a con-
ference dominated by defence applications in 2000 to one dominated by environmental applications in 2025. The
breakdown by paper topic shown in Table 2 and Figure 2 show a corresponding shift from papers related to
acoustic propagation, scattering, sonars and signal processing to those on anthropogenic and biological sound
source characterisation, soundscape characterisation, passive acoustic monitoring of marine animals and the
impacts of sound on marine animals.

Table 1: Underwater acoustics paper percentages by field of application at the 2000 and 2025 Australian Acous-

tical Society national conferences. 34 underwater acoustics papers were presented in 2000, and 31 in 2025.

Year 2000 2025
Environmental 23.5% 82.3%
Defence 73.5% 16.1%
Offshore oil and gas 2.9% 1.6%
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Figure 1: Pie charts showing proportions of underwater acoustics papers by field of application at the 2000 and
2025 Australian Acoustical Society national conferences.

Table 2: Underwater acoustics paper percentages by topic at the 2000 and 2025 Australian Acoustical Society

national conferences. 34 underwater acoustics papers were presented in 2000, and 31 in 2025.

Year 2000 2025
Anthropogenic source characterisation 5.9% 12.9%
Biological source characterisation / Passive acoustic monitoring (PAM) 2.9% 27.4%
Noise / Soundscape characterisation / impacts on marine fauna 2.9% 27.4%
Propagation modelling and geoacoustic inversion 23.5% 8.1%
Scattering, reflection & transmission 8.8% 0.0%
Sonars, receiving sensors and arrays 32.4% 1.6%
Signal design and processing 17.6% 6.5%
Underwater communications 2.9% 3.2%
Management / systems / policy 0.0% 3.2%
Other 2.9% 9.7%

The large shift in emphasis from defence to environmental aspects of underwater acoustics demonstrated by
these statistics will come as no surprise to anyone who has been active in underwater acoustics over the last few
decades. The defence work is still going on but has become more focussed on the immediate needs of the Navy
and therefore less likely to be in the public domain. The big changes have been the huge increase in concern
about the effects of human generated underwater sound on marine fauna that occurred around the time of the
2000 conference, and also the technological changes that have allowed acoustics to become a standard tool for
studying the marine environment, particularly its fauna.
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Figure 2: Pie charts showing proportions of underwater acoustics papers by topic at the 2000 and 2025 Austral-
ian Acoustical Society national conferences.

4 What has happened since 2000?

4.1 Autonomous recording systems

At the time of the 2000 conference CMST engineer Frank Thomas, with funding from Doug Cato at DSTO, was
in the process of developing one of the first hard disk based autonomous underwater sound recorders. The first
of these became operational in 2001 and had a 22 kHz sample rate and an 8 GByte hard drive — tiny by today’s
standards. However, the resulting 50 hours of recording (longer at lower sampling rates), extremely flexible
scheduling software and low power consumption meant this was a massive improvement on the digital audio tape
(DAT) recorders used previously that allowed a maximum of 4 hours of recording. The CMST design proved
highly successful, and was steadily improved to give greater reliability, additional features such as precise clock
synchronization to GPS, the ability to switch sample rates to record high-frequency synchronization beacons, and
to take advantage of larger hard drives and ultimately solid-state drives as they became available. CMST built
more than fifty of these sea noise recorders (SNRs) and they have been used (mainly by CMST’s Rob McCauley)
for hundreds of long-term deployments and returned terabytes of invaluable data. An example from 2009 is shown
in Figure 3. Although now largely superseded by commercial recorders, there are still occasional applications
where a SNR is the preferred choice.

The advent of the CMST SNR and similar devices developed by other research groups around the world, made
long-term underwater acoustic measurements almost anywhere in the ocean economically feasible. Each device
could operate autonomously for a long time (often a year or more), so a vessel could deploy the SNR on a suitable
mooring, then return at the end of the measurement period to recover it, after which the data would be down-
loaded. Of course, the downside was (and still is) that if the mooring recovery failed for any reason, no data was
recovered.
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Figure 3: CMST Sea Nose Recorder (SNR), c.a. 2009.

(

Between 2000 and 2016 the energy efficiency of computing hardware roughly doubled every 2.6 years (Naffziger
and Koomey, 2016). Assuming this trend continued until 2025, the hardware of today would be almost 1000 times
as energy efficient as it was in 2000. This has been further improved by the switch from mechanical hard drives
to solid state drives, which are now readily available in capacities of 4 TByte, a factor of 500 greater than the 8
GByte hard drive used by the original SNR. These developments open up many possibilities for autonomous
recording systems, including longer deployments, higher sampling duty cycles, higher sampling rates, more hy-
drophone channels, and the incorporation of onboard processing for such tasks as signal classification.

4.2 Signal classification

The need for automated signal detection and classification algorithms became apparent at the beginning of the
hard-drive recorder era as it became increasingly tedious to manually search through ever larger data sets looking
for signals of interest. As a result, there is a large literature on post-processing signal detectors, particularly for
biological signals. Examples include Erbe (2000), Erbe and King (2008), Madhusudhana et. al. (2015), and
Madhusudhana et. al. (2020). These have traditionally been manually designed, based on the known character-
istics of the signals, but machine learning techniques are increasingly being used to make the design process
more straightforward and/or lead to more reliable or faster detectors (e.g. Jin, 2025; Tary et. al., 2025).

4.3 Sensors
Piezo-ceramic hydrophones are a mature technology and have not changed significantly in the last 25 years,
apart from some manufacturers now incorporating digitising electronics into the same package as the hydrophone.

In 2014 the Canadian company GeoSpectrum Technologies Inc. started selling commercial sensors capable of
measuring the three components of acoustic particle velocity in water with a useful bandwidth of about 3 kHz and
with sufficient sensitivity to measure biologically relevant signals. These sensors have a number of applications
but are particularly relevant for studies of hearing in fish species that sense particle velocity rather than pressure.
Prior to the GeoSpectrum sensors becoming available, the only particle velocity sensors being produced were
strictly controlled military items, and it was necessary to infer the particle velocity field indirectly from acoustic
pressures measured by hydrophones.
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The most recent advance in underwater acoustic sensing technology is a result of the realisation that distributed
acoustic sensing (DAS), a technique commonly used in geophysics that allows a conventional optical communi-
cation fibre to be used in place of a large array of geophones, can be used to sense underwater sound at fre-
quencies up to about 100 Hz (Sidenko, 2025; Xenaki et. al. 2025). The promise of this method is that it could
make it vastly cheaper to deploy large acoustic sensing arrays than is currently the case, and it is even possible
to turn existing undersea optical fibre communication cables into acoustic sensing arrays, simply by adding an
optical interrogator to the dry end of the cable. However, the physics of the coupling of underwater sound in the
water column to the longitudinal strain in the optical fibre that the DAS system senses is complicated, and as yet
poorly understood, and the sensing elements have very different directionality characteristics to a conventional
hydrophone, making it unclear how best to process the data from the array. The potential payoffs make DAS a
very active research topic internationally.

4.4 Modelling and simulation

The commonly used acoustic propagation models today are based on the same theoretical approaches as those
in use in 2000, the details of which can be found in Jensen et. al. (2011). However, advances in computational
power have allowed them to be applied to larger problems such as longer ranges, deeper depths, more frequen-
cies, higher frequencies, more azimuths. Greater computational capacity has also increased the popularity of
fully three-dimensional propagation models that can take into account cross-track changes in sound speed profile
or bathymetry. In most cases traditional 2D modelling along one range-depth slice at a time is adequate, however
there are situations where 3D effects are important, for example for propagation across steeply sloping bathymetry
(Section 6.9.5 of Jensen et. al. 2011), or nearly parallel to the crests of high-amplitude nonlinear internal waves
(Duncan et. al. 2019).

Increased computational capacity has also made it feasible to incorporate propagation models into simulations of
underwater acoustic communication systems and the like, improving the ability of such simulations to provide
realistic results.

4.5 Passive acoustic monitoring of marine fauna (PAM)

Marine biologists have embraced the use of underwater sound recorders to record sounds made by marine ani-
mals as a way of finding out more about their ecology. This has been an active field of research since the first
underwater sound recorders were developed but received a boost in the late 2010s when several different com-
panies started making relatively low-cost underwater sound recorders specifically for this market. PAM studies
have also been carried out using fixed hydrophone systems, such as the CTBTO hydroacoustic station off Cape
Leeuwin.

4.6 Anthropogenic noise impacts on marine fauna

The last 25 years have seen a large amount of research around the world on the impacts of human made under-
water noise on marine animals. These studies have particularly focussed on marine mammals, but there has also
been work on sea turtles, fish, and various marine invertebrates, much of it carried out in Australia by, or involving
Rob McCauley. (e.g. McCauley et. al. 2002; Fewtrell and McCauley, 2012; Day et. al. 2016)

The largest study in Australia was Project BRAHSS: Behavioural Response of Australian Humpback Whales to
Seismic Surveys. This project was led by Doug Cato (DSTO and University of Sydney) and funded by the Sound
& Marine Life Joint Industry Program and the US Bureau of Ocean Energy Management. The other principal
investigators were Michael Noad (University of Queensland), Rebecca Dunlop (University of Queensland), and
Rob McCauley (CMST). Four major experiments were carried out from 2010 to 2014, three off the east coast of
Australia and one off the west coast, all involving controlled exposures of migrating humpback whales to sounds
from seismic survey airguns. These experiments involved over 60 scientists and more than 120 volunteers. The
results of the study are summarised in Cato et. al. (2019).

In a landmark paper, Southall et. al. (2007) made recommendations for marine mammal noise exposure criteria
based on a review of all the experimental results available at that time. Starting in 2015, these were revised in
the light of more recent data by the U.S. National Marine Fisheries Service, with the most recent recommendations
being published in NMFS (2024).

4.7 Long range ocean acoustics

The CTBTO hydroacoustic station at Cape Leeuwin has been operating since 2021, and the data from this station,
as well as several others in the Indian Ocean has been made available for scientific research. These data have
proved useful for a wide range of purposes, including tracking migrating whales, studies of temporal changes in
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ice cracking noise from around Antarctica (Li and Gavrilov 2006), acoustic propagation experiments (Li et. al.
2009), and even to aid a (so far unsuccessful) search for a missing aircraft (ATSB, 2017).

4.8 Underwater acoustic communications

By 2020 underwater acoustic communications technology was already quite sophisticated and pushing at the
bounds of what is physically possible given the very severe constraints imposed by the underwater acoustic en-
vironment. Increased computational capacity has led to incremental improvements since then, but underwater
acoustic communications remains, and will likely always remain, extremely slow and unreliable compared to what
we have come to expect from terrestrial wireless communications. It is, however, the only choice for through-
water wireless communications except at extremely short ranges where much higher rate optical communications
may be possible if the water is clear.

4.9 Autonomous underwater vehicles

Autonomous underwater vehicles (AUVs) have come of age in the last twenty-five years and there are now a wide
range of commercially available vehicles to choose from. These include propeller driven vehicles primarily used
for search and survey tasks, and underwater gliders that are used for oceanographic measurements. Propeller
driven AUVs are commonly fitted with a variety of active sonar systems but are a noisy platform for passive
acoustic sensors. On the other hand, gliders have been used for passive acoustic sensing, but this requires
special programming to minimise the motor-driven ballast shifts required to maintain the desired ascent or descent
angle. No doubt, both these types of AUV could be made quieter and therefore better platforms for passive
acoustic sensors, however the limitations of underwater acoustic communications mean they will always be con-
strained in their ability to transfer significant amounts of data without surfacing.

5 Towards the future

Before polishing up the crystal ball it is interesting to consider the “hot topics” in underwater acoustics in 2000,
and what happened to them in the intervening 25 years. In the highly subjective opinion of the author, these were
time-reversal acoustics - the ability to reproduce a source signal by time-reversing and re-transmitting the signals
received at an array of hydrophones (Kuperman et. al. 2000), and acoustic daylight — imaging targets by using
ambient noise as an illuminating source (Readhead, 2000). These techniques were both validated by proof of
principle experiments and underwent a period of intense study for a number of years but were then largely aban-
doned as being inferior to more conventional ways of achieving the same thing. Time-reversal acoustics remains
a fascinating physical curiosity with few practical applications, and it seems unlikely that acoustic daylight will be
revisited unless the cost of building large, planar hydrophone arrays diminishes dramatically.

What are the equivalent “hot topics” in 2025? Two candidates would be distributed acoustic sensing (DAS) and
the use of machine learning and massively parallel neural networks for signal classification and other signal pro-
cessing tasks. Both these techniques have significant potential to address real-world problems in underwater
acoustics, but they also have limitations that are still being explored, and it is yet to be seen how much impact
they will have on the field.

The rise of AUVs threatens to make the ocean a much more dangerous place for conventional naval vessels.
AUVs are smaller, orders of magnitude cheaper and much harder to detect than submarines and are rapidly
increasing in capability. Massive improvements to existing undersea surveillance technology will be required to
counter this threat and perhaps DAS technology will play a role. Machine learning is also likely to be useful in
this regard, but it will be interesting to see if it lives up to the hype or simply leads to incremental improvements
over what can be done with existing methods.

Much more is now known about the environmental impacts of human generated underwater sound than was the
case in 2000. There are now scientifically based underwater noise exposure criteria for marine mammals that
are routinely applied in environmental impact assessments. There is no doubt more work to do, particularly in
establishing criteria for a wider range of vertebrate and invertebrate species but this is likely to be less urgent (at
least in the eyes of the public) now that the charismatic megafauna have been dealt with.

Passive acoustic monitoring of marine fauna is now established as an extremely useful addition to traditional study
methods, and will no doubt continue to be used by marine biologists far into the future. Automatic signal detectors
and classifiers are already available for many species of interest and more — both conventional and machine
learning based — will no doubt be developed in the future.

Continuing improvements in computing technology will make it feasible to run more accurate acoustic propagation
models but propagation prediction accuracy is already limited in most cases by an imperfect knowledge of the
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environment (sound speed profile, bathymetry and seabed properties), rather than by the accuracy of the under-
lying numerical algorithm. There is a need to develop rapid in-situ methods for determining the necessary envi-
ronmental parameters to address this issue, particularly in the defence context where it is the current propagation
conditions that are of primary interest. Some preliminary work has been done that showed promise (Clarke and
Jones, 2012), but this seems to have lapsed.

One other item of unfinished business in propagation modelling is the lack of a fast, robust model that can accu-
rately deal with range dependent propagation over the calcarenite seabeds that make up much of the Australian
continental shelf. There are workarounds that allow reasonable results to be obtained in most situations, but it
takes considerable skill to apply these properly and a single model that accurately deals with this situation would
be much better.

6 Conclusion

A lot has happened in the last 25 years. Environmental applications of underwater acoustics have gone from
being a niche area to dominating the field, and technological improvements, particularly the advent of autonomous
underwater sound recorders, have vastly increased our knowledge of what goes on in the ocean.

It has been an exciting time to be an underwater acoustician! What will happen next?
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