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ABSTRACT 

Visual speech (lipreading) supports speech perception not only when the auditory signal is limited, degraded, or miss-ing, but 
also in mismatched auditory and visual speech component conditions when the auditory signal is clear and undegraded. 
While most of this research has been done with segments (consonants and vowels), research at MARCS has now provided 
evidence for visual speech cues for non-segmental features of language, particularly lexical tone. Early work has shown that 
Cantonese adults identify visual-only words differing only on tone at a rate significantly above chance; that even non-
Cantonese tone (Thai) and non-tone (English) language speakers use visual information to discriminate words differing only 
in tone; and that one of the most likely vehicles for visual tone information is minute rigid movements of the head. In a more 
recent study, we investigated visual augmentation for discrimination of Mandarin tones, with F0 information degraded by 
using simulated cochlear implant (CI) audio. Native Mandarin and Australian English speakers were asked to discriminate 
between minimal pairs of Mandarin tones in five condi-tions: Auditory-Only, Auditory-Visual, CI-simulated Auditory-only, 
CI-simulated Auditory-Visual, and Visual-Only. Discrimination in CI-simulated audio conditions was poor compared with 
normal audio, but the availability of visual speech information improved discrimination in CI-simulated audio conditions, 
particularly on tone pairs with strong durational cues, but also for some pairs cued primarily by F0 cues. In Visual-Only, both 
Mandarin and Australian English speakers discriminated tones above chance, and interestingly, tone-naïve listeners outper-
formed native listen-ers, suggesting firstly that visual speech information for tone is available and may be under-used by 
normal-hearing tone language perceivers, and secondly that the perception of such information may be language general, 
rather than the product of language specific learning. In a follow-up study with English-language children, it was found that 
point-light reductions of visual tone information did not augment tone perception, but tone perception was stronger when 
their pitch contours were presented as violin sounds rather than as natural speech. In future studies along this line, groups of 
Cantonese, Thai and Australian English children (4 to 10 years old) and adults will be tested in a dis-crimination task using 
auditory-only and audio-visual Cantonese and English stimuli to see how visual information (coming from both consonants 
and vowels or tones) is used across ages and languages. 

INTRODUCTION 

Speech perception is not solely an auditory phenomenon. Use 
of visual (facial) speech information by the hearing impaired 
is well-documented e.g.[1], and those with normal hearing 
have been shown to use visual speech information when the 
auditory signal is unavailable or degraded [2-4]. Possibly the 
most dramatic demonstration of this is the “McGurk Effect” 
[5] where the syllable /ba/ is presented auditorily, simulta-
neously with a visual /ga/. The incongruent auditory and 
visual speech syllables are integrated into one speech percept 
– not /ba/, nor /ga/, but an intermediate syllable such as /ða/ 
or /da/. This effect is robust, occurring with undegraded audi-
tory and visual recordings, and is persistent even when the 
perceiver is entirely aware of the illusion. An important fea-
ture of the McGurk effect is that multimodal speech percep-
tion does not involve “capture” of one modality by another. 
Instead of visual speech clarifying incomplete auditory in-
formation, here visual speech information actively contrib-
utes to the percept, despite being in direct conflict with a 
clear auditory signal.  

A striking feature of auditory-visual speech perception is the 
variation in use both cross-linguistically and among speakers 
of the same language. Extensive work using a variant of the 
McGurk paradigm by Massaro and colleagues [6-8] points 

strongly to large individual differences in visual perception of 
speech, which are in turn linked to differences in how incon-
gruent McGurk stimuli are integrated. Likewise, Smith and 
Croot [9] found considerable individual differences in visual 
augmentation in noise that predicted English-speaking par-
ticipants' later discrimination of a non-native (Italian) length 
distinction using visual information. Importantly, in each of 
these studies, participant's ability to use visual speech was 
found to be independent of their auditory perception of 
speech. The source of this variation may be raw psycho-
physical attributes – speechreading ability among deaf per-
ceivers has been linked to visual movement sensitivity [1], 
although this relationship was not observed among hearing 
perceivers. Another factor may be language background – 
Japanese-speaking perceivers have been found to show less 
auditory-visual integration than English-speaking perceivers 
[10-13], and Japanese-speaking children do not show a de-
velopmentally-linked increase in auditory-visual speech inte-
gration, while English-speaking children do [11]. Compared 
with English, Japanese has a greatly restricted vowel space 
and far fewer complex consonant clusters - visual speech 
may simply be less useful in this environment. Another pos-
sibility is that it is linked to cultural differences, in that it is 
considered impolite in Japan to look directly into the face of 
the person talking to you. Both of these explanations depend 



23-27 August 2010, Sydney, Australia Proceedings of 20th International Congress on Acoustics, ICA 2010 

2 ICA 2010 

on the thesis that ability to use visual speech information 
depends on prior experience in using it. Supporting this, a 
case study on an “expert” speechreader suggests that optimal 
speechreading ability may depend on a combination of high 
working memory capacity, excellent phonological skills, and 
extensive practice [14].  

It would seem intuitively that visual speech information 
should be of most use in perception of segmental components 
of speech, and indeed there are consistent findings to suggest 
that consonants, particularly those articulated nearer the front 
of the mouth (such as bilabials) are more readily perceived 
via visual speech e.g. [15]. However, there is a growing body 
of evidence suggesting there are visual speech cues for su-
prasegmental features of speech, such as intonation, stress, 
and lexical tone. 

Lexical tone refers to variation in pitch height and contour 
that alter meaning on a word level. Over 70% of the world's 
languages are tonal [16] and roughly 50% of the world's 
population speak tonal languages [17]. While the core cue for 
lexical tone is F0, in many languages there are often addi-
tional auditory cues such as vowel duration, amplitude enve-
lope, and voice quality that appear consistently with tones 
[18-20].  

Burnham, Ciocca and Stokes [21] found that Cantonese 
speakers were able to identify Cantonese tones slightly above 
chance using visual footage only in some conditions: in run-
ning speech (as opposed to citation form); on monophthongs 
(as opposed to diphthongs); and on contour tones (as opposed 
to level tones). A stronger effect was found by Burnham, 
Lau, Tam and Schoknecht [22], investigating Thai- (a tonal 
language) and English-speaking listeners discrimination of 
Cantonese tones presented in auditory-visual (AV), audio-
only (AO) and visual-only modalities (VO). Both English- 
and Thai-speaking perceivers were able to discriminate tones 
above chance levels in the VO condition (as well as in the 
auditory conditions), and with noise added, Thai listeners 
displayed visual augmentation (improved discrimination in 
the AV condition compared with AO). These findings sug-
gest the presence of visual information for tone that is avail-
able cross-linguistically, both to non-tonal language speakers 
and to speakers of other tonal languages. 

A small effect of visual augmentation in noise (but not in 
clear audio) was also found for Mandarin speakers' identifi-
cation of Mandarin tones [23], although this effect was not 
found with F0 synthetically devoiced. Similar findings were 
also made for Thai [24] and Vietnamese tones [25].  

The nature of visual cues for tone is not entirely clear, but 
there is some evidence to suggest that head motion plays a 
role. Rigid movements of the head have been linked to per-
ception of Cantonese tones [26], and this in turn is consistent 
with links between head movements and perception of pros-
ody [27-29]. While there is no direct anatomical reason for 
this connection, a suggested mechanism is that tilting the 
head back puts a small strain on the cricothyroid cartilage, 
which in turn slightly tightens the vocal folds. While this 
relationship would not be enough to constrain (or contribute 
importantly) to spoken pitch, it may lead to consistent head 
motion in line with spoken F0 (and hence with prosody and 
with lexical tone) [30]. This is also supported by prosodic 
discrimination based solely on visual presentation of the top 
part of the head [31]. Other possible visual correlates of pitch 
include eyebrow movements Cavé et al., [32], or laryngeal 
movements.  

Chen and Massaro [33] found native Mandarin speakers' 
identification of Mandarin tones in isolation slightly above 

chance using visual cues only. The experimenters observed 
some consistent patterns of head movements and movements 
in the neck area for each talker, and subsequently instructed 
participants to attend to these features, resulting in substan-
tially improved tone identification.  

Thus it is appears that there are visual cues for lexical tone. 
However, the nature of these cues is not entirely clear, and in 
the light of the result from Chen and Massaro [33], it appears 
they may not be fully utilised by all listeners. 

EXPERIMENT 1 

In Experiment 1, we investigated discrimination of Mandarin 
lexical tones by native and tone-naïve (Australian English 
speaking) listeners in five modalities: Visual-only (silent) 
(VO), Auditory-Only (AO), Auditory-Visual (AV), Auditory-
Only with simulated cochlear implant audio (AO-C) and 
Auditory-Visual with simulated cochlear implant audio (AV-
C). Cochlear implants provide direct electrical stimulation to 
the cochlea, dividing the auditory signal to set of frequency-
centred bands and delivering a pulse code accordingly using 
an array of up to 22 electrodes, taking advantage of the 
tonotopic arrangement of the basilar membrane. As such, 
cochlear implants have had great success in allowing the 
profoundly deaf to perceive segmental components of 
speech; however, the dramatic reduction in auditory resolu-
tion (compared to the  roughly 6000 inner hair cells of the 
cochlea) results in users having great difficulty interpreting 
pitch information in music [34-37], prosody, and lexical tone 
[38-40]. Cochlear implant percepts can be approximately 
simulated by resynthesising the pulse code from a cochlear 
implant processor into an auditory signal, using a sine or 
filtered noise carrier signal [41]. This procedure was taken 
advantage of to investigate the availability of tone informa-
tion in speech that, while recognisable as speech, does not 
contain any readily interpretable F0 cues for tone. 

METHOD 

Participants 

Participants were 48 native speakers of Mandarin Chinese 
(27 female, 21 male, Mage=23), and 48 Australian English 
speaking monolinguals (34 female, 14 male, Mage=19), with 
no reported exposure to a tone language. Mandarin speakers 
were recruited via advertisement at the University of New 
South Wales and reimbursed $20 for travel expenses, while 
Australian English speakers were first year psychology stu-
dents at the University of Western Sydney, participating for 
course credit. 

Stimuli 

36 Mandarin monosyllables were selected for use in this 
experiment, comprising minimal tone pairs across the four 
Mandarin tones (making six tonal contrasts) in three broad 
phonetic groups: consonant-vowel, glide-vowel, and conso-
nant-glide-vowel, balanced across pairs for lexical frequency 
as closely as possible. Auditory-visual recordings were made 
of two native speakers of Mandarin (1 male, 1 female) pro-
ducing eight repetitions of each word. Speakers were re-
corded directly facing a digital video camera 1.5m away and 
saved in MPEG2 format.  Audio was recorded using a sepa-
rate microphone and saved in 48 kHz, 16 bit .wav format. 
Utterances were each cut into a separate video file, with the 
first and last repetition discarded, making for a total of 6 
repetitions x 36 words x 2 speakers = 432 tokens. Auditory-
only and visual-only stimuli were generated by isolating the 
audio and video from the recordings, respectively. 
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For the simulated cochlear implant audio, tokens were proc-
essed using the Nucleus MATLAB Toolbox 4.20 [42], con-
verting the audio into a pulse stream using an Advanced 
Combinatorial Encoding (ACE) map [43], choosing 12 of 22 
channels at 6000 pps. The resultant pulse streams were then 
resynthesised using a pink noise carrier and saved as separate 
.wav files. These were then dubbed onto their original video 
files to create the AV-C stimuli. 

Procedure 

Each participant completed 480 AX trials, with an ISI of 
500ms, comprising 96 trials each in the 5 experimental condi-
tions (VO, AO, AV, AO-C, AV-C). Stimuli were presented 
to participants via laptop screen and headphones. Participants 
were asked to respond via keypress to indicate for each trial 
whether the two words presented had the “same” or “differ-
ent” tone. 

RESULTS AND DISCUSSION 

In the VO condition, it was found that both Mandarin-
speaking and English-speaking participants discriminated 
tones slightly above chance (t(95) = 10.9, p<.001; see Figure 
1). Strikingly, the non-tonal language listeners displayed 
better discrimination of tone than the native listeners (F(1,94) 
= 7.009, p <.01), suggesting firstly that visual cues for tone 
may be language general, rather than available only to ex-
perienced listeners, and secondly suggesting that while visual 
cues for tone may be available, they may not be entirely 
taken advantage of by native listeners. 

  

 

Figure 1. D’ scores from the visual-only condition, for Australian 
English monolinguals and native Mandarin speakers. 

Some consistent patterns emerged from the VO data. Manda-
rin has a rich tone space, comprising 4 tones: 1st tone 
(“High”), with a steady, high pitch; 2nd (“Rising”), which 
dips briefly below a mid level before rising to a high level; 
3rd (“Dipping”, “Low rising”, or “falling-rising”), which dips 
lower than the 2nd tone before rising more slowly, and 4th 
(“Falling”), which starts high and rapidly drops to a low 
level. In this experiment, the tone contrasts most easily dis-
criminated were the Rising vs Dipping contrast, the High vs 
Dipping contrast and the High vs Rising contrast. The High 
vs Falling contrast was also slightly more easily discrimi-
nated than Rising vs Falling and Dipping vs Falling. Impor-
tantly, it seems that contrasts involving a level (High) tone 
and a contour tone are the most readily discriminated visu-
ally, with the exception of Rising vs Dipping. In the case of 
Rising vs Dipping, the tones have a similar contour but dis-
play a marked difference in duration. Even among native 
speakers, Rising vs Dipping is the most easily confused con-
trast auditorily [44], which was also reflected in the AO data 
in this study. It may be that the absence of the rising intona-

tion cue common to both tones allowed listeners to attend 
solely to a clearly visible difference in duration.  

 

Figure 2. D' scores across all five experimental conditions 

As expected, both native and non-native listeners showed 
slight visual augmentation for tone discrimination in clear 
audio (AV compared with AO, see figure 2). Also as ex-
pected, discrimination in the CI audio conditions was mark-
edly worse for all participants than in clear audio, but much 
stronger visual augmentation was observed in these condi-
tions.  

These data are consistent with the general premise that there 
exist visual cues for lexical tone. The stronger effect for level 
vs. contour contrasts may provide support for the rigid head 
motion account of visual tone – level tones would be station-
ary, while contour tones would involve movement. If this 
were the case, however, one might expect much stronger 
discrimination for Rising vs. Falling and Dipping vs. Falling. 
However, all three of the tones involved in this contrast begin 
with a falling pitch, leading to a visual correlate that is diffi-
cult to distinguish. Support for this comes from data from the 
AV-C and AO-C conditions – Rising vs Falling and Dipping 
vs Falling show large Auditory-Visual augmentation, despite 
being barely discriminable in VO. In this case, it may be that 
while the auditory signal does not carry F0 information, it 
could serve to disambiguate whether an upwards head motion 
is part of the vowel (as presumed for the upward rise in the 
Rising and Dipping tones) or simply the head returning to 
initial position (as presumed for the Falling tone. To establish 
this it will be necessary to analyse the videos used in this 
experiment for these cues. 

A larger question is why non-native speakers were better able 
to discriminate Mandarin tones in silence than native speak-
ers. We offer three possible explanations. The first is that 
listeners have been shown to attend more to visual speech 
when listening to a non-native speaker 
[45],[46],[10],[11],[13] – it may be that the Australian Eng-
lish speaking listeners treated Chinese faces speaking Chi-
nese words as “non-native”, whereas for the Mandarin-
speaking listeners, both the faces and the words were “na-
tive”. 

A second possibility is that visual information might nor-
mally be ignored as a cue for tone by Mandarin speakers, due 
to its comparatively low utility. Dutch speakers have been 
shown to more readily identify stressed and unstressed sylla-
bles of English words in isolation than native English speak-
ers [47]. This may be due to stress being a useful cue for 
word boundaries in Dutch, but not in English, and hence it is 
ignored (even though it is consistently produced) by English 
speakers. In an analogous fashion, Mandarin speakers may 
simply be ignoring the less consistently available visual cues 
for tone. 
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A third possibility is that Chinese listeners attend less to vis-
ual speech in general. Chinese listeners show weaker 
McGurk effects than Japanese listeners [48], who in turn 
show weaker McGurk effects than English speaking listeners 
[11],[13]. This may once again be a result of a less visually 
differentiable phonological space in Mandarin than in Eng-
lish – while Mandarin has a wide range of fricative and affri-
cate contrasts and a vowel space similar to English [49], 
Mandarin does not have the complex consonant clusters in 
initial, medial and final position that riddle English speech.  

In a second study, we took quite a different approach, inves-
tigating how linguistic experience affects the perception of 
non-native tones. Perception of Cantonese tones by native 
Australian English-speaking children in three different age 
groups (4-, 6-, and 8-year-old) was examined and compared 
to that of Australian English adults and Hong Kong Canton-
ese adults across four modalities: Auditory Only (AO), Audi-
tory-visual (AV), Non-Speech Auditory Only (AO-N) and 
Non-Speech Auditory-visual (AV-N). 

EXPERIMENT 2  

METHOD 

Participants 

Three groups of Australian English monolingual children 
participated: 18 four-year-old children, 18 six-year-old chil-
dren, and 20 eight-year-old children. Children were recruited 
from the MARCS Babylab register, and their caregivers re-
ceived a gift bag and $30 travel reimbursement. Adult par-
ticipants comprised 20 Australian English monolinguals and 
18 Hong Kong Cantonese-speaking adults, recruited via word 
of mouth in the Western Sydney area. 

Stimuli 

Auditory speech stimuli were created from recordings of a 
female native Cantonese speaker’s tone productions on Can-
tonese monosyllables. The visual component was an ani-
mated human face, constructed based on the scanned facial 
posture data of real human faces via principal component 
analysis and driven by Optotrak [50] motion capture data. 
Non-speech stimuli were either Auditory-only or auditory-
visual recordings of a musician imitating Cantonese tones 
with a violin. 

Procedure 

Perception was investigated using a Go/No-Go perceptual 
discrimination task, in which participants were played one 
token repeatedly, and were asked to respond (via button 
press) when the token changed to to one of another class. The 
advantage of using this method is that it can be used to assess 
perception in children as well as in adults. The experimental 
session for each participant comprised eight blocks of 
Go/No-Go trials, two of each of the four modalities, with 
tone pairs counterbalanced across participants. In all condi-
tions, tones were presented with either white noise or babble, 
counterbalanced across participants. This served an analo-
gous function to the CI audio presentation in Experiment 1, 
increasing perceptual difficulty in the hope of teasing out 
evidence of visual augmentation. 

RESULTS AND DISCUSSION 

Accuracy scores from the Australian English speaking adults 
and children were analysed in a 4 x (2 x 2) ANOVA, with 
age between subjects and context (Auditory-Only or Audi-
tory-Visual) and mode (Speech or Non-speech) within sub-
jects. No visual augmentation was observed in this experi-

ment, with no significant difference between auditory-only 
and auditory-visual in either children or adults, speech or 
non-speech (see Figure 3). Tone perception was improved 
with age, with Australian-English adults outperforming the 
three groups of children (F(1, 72) = 19.52, p < .001), and 8-
year-olds outperforming the 6- and 4-year-olds across all 
conditions (F(1, 72) = 24.27, p < .001). 

 

 

Figure 3. Percentage correct responses for Australian English 
monolingual children and adults. 

Data from the native Cantonese and Australian English 
speaking adults was analysed in a 2 x (2 x 2) ANOVA, with 
language background between subjects and context and mo-
dality within subjects. No main effects were found of lan-
gauge background, or of context, but there was a main effect 
of mode, with improved perception in the Non-Speech condi-
tion for both Cantonese and Australian-English speaking 
adults (F(1, 36) = 7.50, p < .01) (Figure 4).  

 

Figure 4. Percentage correct responses for Australian English 
monolingual adults and Native Cantonese speaking adults. 

Visual speech integration has been shown previously to de-
velop later than many other speech perception skills, but is 
expected to emerge for segmental information around the age 
of 7-8 [11]. It may be that visual speech information for tones 
does not follow this developmental course, explaining the 
child results. As for adults, it may simply be that discrimina-
tion in clear audio in a Go/No-Go task is too easy a task to 
pick out subtle visual augmentation effects in adults. Accord-
ingly, an expanded version of this experiment is proposed, 
across children from 4 to 10 years old, from Thai, Cantonese 
and Australian English backgrounds, and on visual percep-
tion of tones, vowels and consonants, in order to tease out 
developmental, psycholinguistic and cultural factors in the 
visual perception of tone. In addition to this, further experi-
ments on adult native Australian English and Mandarin 
speakers are proposed using eyetracking to investigate both 
differences between native and non-native looking patterns in 
a visual tone task, and equally to explore whether a consistent 
strategy emerges among successful visual tone perception.  
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