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ABSTRACT 

A number of situations may occur where multiple industrial noise sources combine to produce troublesome acoustic 
environments. In some cases, industrial activity develops adjacent to residential areas creating the need for control of 
noise propagation to its surroundings. In addition, the same industrial site could have a noise issue within the facility 
that may be of interest for health and safety of personnel. In the former scenario, ISO 8297 “Determination of acous-
tic power levels of multisource industrial plants for evaluation of sound pressure levels in the environment” has been 
used to predict the far field noise generated by industrial plants. This approach has proven to be useful where the re-
quired criteria are set in terms of acoustic power levels and only one single result value is expected for the whole 
plant. However, in the event that mitigation is required to control noise at residential receivers or for health and safety 
reasons, a more detailed method is needed to enable source identification and ranking of the relevant noise sources. 
This paper presents an alternative method that allows obtaining the acoustic power levels of the individual noise 
sources using inverse theory applied to noise modelling. This process is achieved by means of measurements of 
sound pressure levels around the noise sources and noise propagation modelling. Even though this method is well 
known, its application to real cases relies heavily on a combination of the quality of the measured data and the physi-
cal conditions of the problem. Thus, the numerical process usually involves the solution of ill-conditioned matrices 
that require regularisation in order to achieve stable results. This paper presents a practical example of the application 
of both methods in a real scenario highlighting the advantages and disadvantages of the two. 

INTRODUCTION 

Some of the benefits of a modern life such as transport, in-
dustry, heating and cooling, demand a stable, secure and 
continuous supply of energy. Despite the recent price fluctua-
tions and economic growth, the annual average growth in 
energy consumption in Australia has remained around 2.3 per 
cent during the past five decades [1]. This need for energy 
has contributed to the increasing number of power station 
developments including coal plants, gas turbines, hydroelec-
tric, wind farms, biomass and cogeneration plants.  

One of the many aspects of the environmental impact as-
sessment process associated with the aforementioned facili-
ties is the prediction of their noise impacts. Therefore, all 
these developments pose a challenge to achieve a balance 
between operational performance and minimizing any ad-
verse impact to the facilities surroundings. The noise impact 
is usually taken into account during design and planning 
approval stages in order to gauge and prevent any potential 
problems during both construction and operational stages. 

Methods to evaluate noise emissions from industrial plants 
are listed in a comprehensive set of international standards 
such as ISO, DIN (German Institute for Standardisation) or 
VDI (Association of German Engineers) such as the stan-

dards listed on [2, 3 and 4]. Usually, a client will explicitly 
require assessments to be carried out according to those stan-
dards. However, due to some of the constraints contained in 
the standards, alternative methods can be sought to step away 
from conventional procedures in order to seek another effec-
tive way to solve a specific problem. 

This paper deals with the comparison of two methods to ana-
lyse the noise environment created by multisource industrial 
plants in proximity to residential areas. Additionally, one of 
the methods has been found useful when applied to evaluate 
and improve the occupational noise environment of a plant. 
In summary, we present inverse noise modelling [5, 6, 7] as 
an alternative methodology to ISO standard 8297 [8] in terms 
of determining the acoustic power of large industrial plants.  

The remainder of the paper is structured as follows: descrip-
tion of ISO standard 8297 and its methodology; brief descrip-
tion of inverse noise modelling theory and its application to 
acoustics and development of a real case scenario where the 
two methods have been applied. Finally, the conclusions 
present a summary of the advantages and handicaps of the 
two methods. 
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ISO STANDARD 8297 

ISO 8297 is an engineering method (grade 2) standard that 
deals with sound pressure and acoustic power levels gener-
ated by industrial plants. This method offers the possibility of 
obtaining the acoustic power of the entire plant by conduct-
ing sound pressure measurements at specific control points 
located at the perimeter of the plant. The results are sufficient 
if receiver distances are far larger than the dimensions of the 
plant or if the requirements are set only as a single value of 
acoustic power level for the entire facility. 

Procedure 

Several microphone positions have to be defined along a 
closed line path around the plant area (see Figure 1). These 
locations must comply with a series of requirements in re-
gards of the dimensions of the plant, the control measure-
ments distances between each other and the angles of each 
control point in respect the whole plant area. 

 
Source: ISO standard 8297, 1994 

Figure 1. General arrangement of contour measurement posi-
tions around the plant 

The sound pressure values measured at control points, con-
ducted in general accordance with [8 and 9], are logarithmi-
cally averaged and corrected for background noise and at-
mospheric attenuation. The resulting single value could be 
then used either to compare it with the criteria or as input 
data in a noise propagation software model. 

Using a plot plan, scale drawing or similar it is very helpful 
to define the points and double-check its adequacy. It is an-
ticipated that several iterations will be need in order to com-
ply with all requirements of the standard. For this reason, it is 
recommended to follow this procedure before the noise sur-
vey. Once the locations are defined, the measurements will 
consist of straightforward sound pressure level (SPL) meas-
urements. 

Note that the measurements of background noise are to be 
performed at each measurement location and therefore it is 
necessary to have the measurement location defined before 
starting the noise survey. 

The atmospheric characteristics of the site are also required 
to be taken into account, particularly wind speed and direc-
tion. If the results of the ISO standard 8297 are expected to 
be incorporated in noise propagation software, the atmos-
pheric effects will play a major role at large distances from 
the site as reported by Blake and Teague [10]. 

Ambiguities and problems 

There are a number of unresolved ambiguities in ISO stan-
dard 8297 mainly related with the physical characteristics of 

the site and measurement procedures. For instance, it is not 
defined what is a high source, what defines if the source 
needs a separate acoustic power level and, in case it needs it, 
which procedure needs to be followed to measure it. 

In addition, Brittain [11] also reported a problem with for-
mula 10.4 from ISO standard 8297. See equation (1a) 

ܽሻ ∆ܮௌ ൌ 10logଵ଴ ቀଶௌ೘ା௛௟
ௌబ

ቁ ; ܾሻ  ∆ܮௌ ൌ 10logଵ଴ ቀௌ೘ା௛௟
ௌబ

ቁ   (1) 

where ΔLS is the area term, in dB; Sm is the measurement area 
in mଶ (see Figure 1); h is the microphone height in metres, l 
is the length of the measurements contour in metres, and S0 is 
a reference area equal to 1 m2.  

The area term is a combination of the wall area (hl) and 2 
times the surface Sm equation (1a). However, we are of the 
opinion that only the top side of Sm will be effectively radiat-
ing because the bottom will be on the ground, therefore, the 
formula can be rewritten omitting one of the Sm as per equa-
tion (1b). This variable is the most significant correction 
applied to sound pressure measurements and could imply 
differences up to 3 dB, see equation (16). 

INVERSE NOISE MODELLING 

Background 

An inverse problem can be defined as the process of obtain-
ing model parameters m from observed data d in a physical 
system using a linear or non-linear operator G which de-
scribes the relationship between d and m. This can be de-
noted as 

ࢊ ൌ  ሻ                                                                            (2)࢓ሺࡳ

In our case, a set of sound sources with unknown acoustic 
power values m and a set of points with sound pressure val-
ues d are related through a combination of an acoustic near 
and free field radiation G. This can be arranged as a discrete 
linear system, where d and m are vectors at each frequency of 
analysis f and equation (2) becomes a matrix equation repre-
sented as 

ሻࢌሺ࢏ࢊ ൌ ݅ ׊  ሻࢌሺ࢐࢓ሻࢌሺ࢐࢏ࡳ ൌ 1 … ,ܯ ݆ ൌ 1 … ܰ, ܯ ൒ ܰ     (3) 
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The number of measurement points M must be greater than 
set of sources N resulting in a non-squared G(f) matrix, 
which will not be invertible. There are two important G(f) 
matrix coefficients characteristics that affect the system solu-
tion, namely: the orthogonallity of the rows (i.e. the linear 
dependence between rows) and the dynamic range of the 
matrix coefficients (i.e. the difference between the magnitude 
orders of the coefficients). Several options to regularize ill-
conditioned systems are found in the literature [12-16]. 
Among others, the least-squares method is used to solve the 
system while introducing probabilistic concepts in order to 
obtain a stochastic extension of the original deterministic 
problem. 

Assuming measurement or observation of di(f) will always 
carry inherent errors, e.g. exact measurement location, in-
strument uncertainties, etc., increasing the variability by add-
ing Gaussian noise will contribute to well-pose the problem. 
Consequently, the solution will be obtained with the contri-
bution of a random process.  
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Random model parameters solutions will then feed the for-
ward problem in order to obtain the error ei(f) between meas-
ured sound pressure values di(f) and calculated sound pres-
sure values dci(f). 

ሻࢌሺ࢏ࢋ ൌ ሻࢌሺ࢏ࢊ| െ  ሻ|ଶ                                                  (5)ࢌሺ࢏ࢉࢊ

The solution is then most favourable in the sense that repeti-
tion in measurements di(f) produces solutions for mj(f) 
which, on average, are optimum according to specified error 
criterion. Nevertheless, the method described here is just one 
way of obtaining the results among other strategies or analy-
ses that can be used. 

Building linear operator G(f) 

As stated in (3), the linear operator G(f) is the relationship 
between di(f) and mj(f) in a given acoustic field with its own 
intrinsic radiation properties. In our case Gij(f) can be defined 
as the ratio of sound pressure squared values at reception 
point i when source j has unity power and all the other 
sources are set to zero. 

The set of sources mj(f) were excited with the Kronecker 
delta δij, and the results at receiver points (from frequency 
octave bands 31.5 Hz to 8 kHz) were used to build up G(f), 
and feed the mathematical model described in (3). 

௜௝ߜ ൌ ൜1, if ݅ ൌ ݆
0, if ݅ ് ݆                                                                 (6) 

The linear operator G was obtained using a commercial noise 
propagation software. However, any self-developed model or 
proprietary software could be used for the same purpose. In 
our case, a 3D model containing topography, buildings, noise 
sources and receiver points was implemented in CadnaA and 
configured to perform noise propagation calculations in ac-
cordance with ISO standard 9613 – Part 2 – “Attenuation of 
sound during propagation outdoors” [2]. 

Ill-conditioned problem regularisation 

One of the main difficulties of dealing with the discrete ill-
problem is that G(f) could become a skinny linear operator 
because M is larger than N. Hence, it is necessary to incorpo-
rate further information about the solution in order to stabi-
lise the problem and to single out a useful and stable solution. 
This is the purpose of the regularisation process. 

The regularisation of ill-conditioned equations systems is 
carried out by corrections of the data and/or the linear opera-
tors. In our model residual errors exist in each solution of the 
over-determined system of equations. These errors are solely 
attributed to the measurements and not to the model which, in 
its turn, will also add errors that needs to be assumed.  

As described in [7 and 14], to minimise the measurement 
errors Gaussian noise is added to the observed data d and 
then the system is solved thousands of times. Let the noisy 
measurements of di(f) be denoted as dni(f) such that 

ሻࢌሺ࢑࢏࢔ࢊ ൌ ሻࢌሺ࢏ࢊ ൅ η࢑ሺࢌሻ                                                   (7) 

where ηk(f) represents the Gaussian noise, may be due to 
measurement error, numerical round off, or uncertainty in the 
measurement. The substitution of (7) into (2) results in 

ሻࢌሺ࢑࢏࢔ࢊ ൌ ሻࢌሺ࢑࢐࢓ሻࢌሺ࢐࢏ࡳ ൅ η࢑ሺࢌሻ                                      (8) 

This produces k (numbers of samples) matrix solutions in the 
acoustic power results mjk(f), that represent our stochastic 
approach to solve the problem.  

As stated in [14], among all the normalised probability densi-
ties with fixed lp-norm estimator of dispersion, the one with 
minimum information content is given by 

߮௣ሺݔሻ ൌ ௣భషభ
೛

ଶఙ೛Γቀభ
೛

ቁ
݁

ିభ
మ

ቆ 
|ೣషೣబ|೛

൫഑೛൯೛ ቇ
                                                (9) 

where Γ denotes the gamma function and, when p=2, equa-
tion (10) becomes 

߮ଶሺݔሻ ൌ ଵ
ඥଶగఙమ

݁ିభ
మ ൬ሺೣషೣబሻమ

഑మమ ൰                                                 (10) 

and ϕ2(x) is a Gaussian function, centred at x=x0 with stan-
dard deviation equal to σ2. 

Solving the inverse problem 

As reported in [7], if Gaussian probability densities are used 
to model uncertainties, an l2-norm or least squared criterion is 
the most efficient way to solve the problem. Hence, assuming 
the operator G is linear, the probability density σm(m) when 
solving (8) is given by the following equation 

௠ሺ݉ሻߪ ൌ ݇ ݁ିభ
మ

൬ሺ௠ି௠෥ ሻ೅஼ሚಾ
షభሺ௠ି௠෥ ሻ൰                                   (11) 

This implies that σm(m) is a Gaussian probability density, 
centred at  ࢓෥  with ࡯෩ࡹ as covariance matrix that represents 
the measure of the linear coupling between each pair of 
acoustic powers. These values represent the posteriori infor-
mation in the model space, and can be computed using cer-
tain matrix identities. This gives 

ࡹ෩࡯ ൌ ൫ࡰ࡯ࢀࡳ
ି૚ࡳ ൅ ࡹ࡯

ି૚൯
ିଵ

                                            (12) 
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ି૚ࡳ ൅ ࡹ࡯

ି૚൯
ିଵ

൫ࡰ࡯ࢀࡳ
ି૚ࢊ ൅ ࡹ࡯

ିଵ࢘࢕࢏࢘࢖࢓൯(13) 

where CD is the a priori measurements covariance matrix that 
represents the correlation of the different noise sources simul-
taneously affecting each single point of measurement. If we 
do not have any previous information on the model parame-
ters, e.g. acoustic power from manufacturers data sheet or 
results from on site previous measurements, then we could 
set CM ∞·I, so (CM)-1 0, and (12) and (13) become 

ࡹ෩࡯ ൌ ൫ࡰ࡯ࢀࡳ
ି૚ࡳ൯

ି૚
                                                          (14) 

෥࢓ ൌ ൫ࡰ࡯ࢀࡳ
ି૚ࡳ൯

ି૚
൫ࡰ࡯ࢀࡳ

ି૚ࢊ൯ ൌ ࡰ࡯ࢀࡳ൫ ࡹ෩࡯
ି૚ࢊ൯         (15) 

where  ࢓෥  is the solution that generates a set of predicted data 
closer to the measured data obtained through the least squares 
estimator and ࡯෩ࡹ represents the influence that each noise 
source will have upon the rest of the noise sources. 

The optimal mopt(f) was determined by solutions that mini-
mised the error function defined in equation (5), i.e. the least 
squares fit to the measured data at each octave band. Care 
needs to be taken in order to avoid obtaining negative acous-
tic powers from (15) assuring the resulting mopt(f) values are 
always positive. 

Additional information such as statistical analysis, graphical 
data representation and a posteriori information from results 
were included in Matlab scripts in order to validate the accu-
racy and uncertainties obtained during the numerical process. 
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situation where the noise impact at a potential receiver will 
have exceeded the recommended criteria. 

ISO standard 8297 results 

Twenty-nine receiver points along the perimeter of plant area 
were chosen to carry out the above described methodology 
for ISO standard 8297. The layout of these receiver points 
provides the uncertainty inherent in the method, and as per 
Table 1 in [8], the 95% confidence interval is between +2.0 
and -2.5 dB. From these receiver points, the rest of required 
variables were calculated as follows: 

• l = 165 m; perimeter length 
• ΔLf = -1.32 dB; near-field error correction 
• Sm = 1575 m2; measurement area 
• SP = 828 m2; plant area 
• ΔLS = 33.8 dB; area term 

ΔLα was calculated according to [2] for each octave band and 
it is almost negligible. Then, the octave band acoustic power 
values are obtained from following equation 

௪ܮ ൌ ത௣ܮ ൅ ௌܮ∆ ൅ ௙ܮ∆ ൅  ఈ                                           (16)ܮ∆

In order to incorporate the acoustic power Lw into CadnaA, 
the values were introduced to the computer model as a com-
bination of a vertical surface following Sm perimeter with 5 
meters height (SL) plus a plane surface of area Sm, taking into 
account the areas relation. Table 2 below presents the sum-
mary of the resulting surface acoustic power levels in dB (ref. 
1 pW); the overall acoustic power level of the whole plant is 
105 dBA SWL. Values have been rounded to the nearest 
integer dB. 

Table 2. Acoustic power level of the whole plant divided in 
two radiating surfaces. 

f(Hz) 32 63 125 250 500 1k 2k 4k 8k 
Lw SL 109 111 107 100 93 92 92 92 88 
Lw Sm 112 114 110 103 96 95 95 95 91 

Inverse noise modelling results 

Linear operator G(f) was obtained using CadnaA and defin-
ing the different noise sources as point (vertical stacks), lin-
ear (pipe bendings) and vertical surfaces (centrifugal fans and 
bath heater). Observation data d was measured at 64 points in 
a grid covering the area of Sm using a sound level meter with 
octave bands filters, following technical advices contained in 
[9]. 

Developed scripts under Matlab served to obtain the optimum 
acoustic power level for each modelled noise source mopt.(f) 
This process involved applying Gaussian noise to measured 
data d to achieve that 95% of the thousands of new generated 
values lay in an interval of ±2 dB around the measured val-
ues. Table 3 below displays the resulting acoustic power 
obtained through the inverse modelling. 

Table 3. Obtained acoustic power for each noise source, mopt 
f(Hz) 32 63 125 250 500 1k 2k 4k 8k 
PB-1 82 93 94 81 64 84 86 88 75 
PB-2 95 96 96 90 83 84 83 89 74 
PB-3 95 96 98 83 72 73 94 93 89 
PB-4 91 91 76 83 73 76 73 88 79 
PB-5 84 99 94 77 83 69 89 88 80 
CF-1 92 90 98 90 87 82 80 67 61 
CF-2 82 89 96 71 81 81 77 73 66 
BH 85 88 92 94 90 93 86 78 72 

ST-1 108 108 111 99 97 86 99 97 94 
ST-2 106 111 99 104 88 86 89 92 72 

Solving the forward problem from equation (2) using mopt(f) 
gave us information about the accuracy and the residual er-
rors carried out through the calculations. 

Graphical information at each measurement location point is 
provided using spectrograms for measured and calculated 
SPL's in following Figure 4. Each measurement location 
corresponds to each one of the 64 grid points of Sm. 

As it can be seen, the main features of the spectra are cor-
rectly reconstructed although there is single frequency values 
were the difference between the measured and the recon-
structed differ notably (up to 13dB). The explanation for 
these differences should be sought in the limitations of the 
software modelling while building linear operator G(f) in 
conjunction with the effect of inferences between noise 
sources and attenuation at high frequencies (2 kHz and 
4 kHz). 

Until now, we have not been able to find any acoustic proce-
dure in the literature that defines which is the optimum rela-
tion between the number of measurements positions and 
noise sources. This ratio could imply that when the model is 
unable be accurately reconstructed from measured values, it 
could be partially attributed to the insufficient spatial infor-
mation i.e. the model does not have enough measurement 
location points to capture the correct contribution of each 
noise source. From this, we could expect to reduce the errors 
by introducing more measurement locations around the grid 
taking into account that we should also increase the number 
of the numerical process iterations to compensate for the 
skinniness of linear operator G(f). 

 
Figure 4. Spectrogram measured dB SPL (left) and calcu-

lated dB SPL (right) 

However, examination of overall levels reveals that the re-
sults are more than acceptable. To ascertain the accuracy of 
the results additional statistical analysis was carried out. To 
do so, the errors at each octave band were evaluated. Follow-
ing Figure 5 displays a summary of the statistical analysis of 
the error between the measured and calculated data and in 
form of box-plot. 
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Figure 5. Box-plot error in octave bands (blue) and overall 

error SPL dBA (green) 

According to [17] box-plots are one of the most valuable tool 
in data analysis. This graph aims to provide the maximum 
information possible about the errors between the two sets of 
data (measured and calculated). The data is organised in the 
following sets: the extremes, the upper and lower hinges 
(25% and 75% quartiles respectively) and the median. The 
first incorporates a measure of the group size (max difference 
between optimum value and the maximum error), the second 
incorporates an indication of rough significance between 
medians; the third combines the features of the first two. 

In our case it is noticeable that median of the errors at all 
octave bands is consistently close to zero. At the same time, 
maximum differences between the extremes are located at 
either lower or high frequencies. In summary, it seems the 
mid frequencies are the ones more favourable to be correctly 
reconstructed. Keep in mind that the A-weighting filter val-
ues will smooth the differences particularly at low frequen-
cies. In addition, box-plot graphs could also incorporate out-
liers (red crosses). According to Moore and McCabe an out-
lier is an “observation that lies outside the overall pattern of a 
distribution”. In our case we have used a Matlab algorithm to 
calculate and plot them. 

Finally, note that the overall dBA error (see Figure 5, green 
bar) median is 0 with 25% quartile at -1.6 dBA and 75% 
quartile at 0.9 dBA, thus giving 2.6 dBA with a 50% confi-
dence interval. Moreover, we can see a maximum of 3 dBA, 
a minimum of -4 dBA and only one single outlier has been 
detected, i.e. the overall calculated dBA value differs only 
one of the 64 points from the measured more than 3 dBA. 

Comparison 

Table 4 displays a summary SPL values that have been ob-
tained using the two different CadnaA scenarios: 

Table 4. SPL LAeq(15min) dBA results comparison. 
R1 R2 R3 CP 

ISO 8297 23 21 28 44 
Inv. Model 24 20 26 42 

As it can be seen in Table 4, there are small differences be-
tween the two methods. These differences are attributed to 
the way the acoustic power levels are incorporated into the 
model and to the directivity pattern from the different noise 
sources. For ISO standard 8297 scenario, one single value is 
divided into two different radiating surfaces (see Table 2) 
while in the inverse model scenario, we have 10 different 
noise sources with their specific directivity pattern and their 

real location (see Table 3). Because of these differences, it is 
understandable that the results at a far field have differences 
up to 2 dBA SPL. It is also visible that the results from both 
methods will comply with the applicable criteria at the resi-
dential receivers R1, R2 and R3. Notwithstanding that, we 
have deliberately selected a control point CP to illustrate 
what could have happened in another scenario if the residen-
tial receivers would have been located closer to the industrial 
plant. At the control point CP, predictions from both methods 
exceed the criteria values at R2 and R3; it is precisely in this 
situation where the inverse noise model provides a clear ad-
vantage in front of the ISO standard 8297. Actually, at any 
given point of our inverse model we will be able to list, rank 
and quantify the contributions in noise levels of each single 
noise source. This is clearly useful when trying to define 
solutions. 

Figure 6 below shows a summary of the noise sources contri-
butions at control point CP. In this particular location, the 
pair of stack exhaust is the main contributor to the overall 
noise. Thus, in the event that CP would have been a real re-
ceiver the engineering efforts should have been directed in 
designing a silencer system that reduced by 5 dB the contri-
bution of each stack achieving then the required 40 dBA SPL 
at any receiver location. Meanwhile, CF-2 is the smallest 
noise contributor at this receiver point due to the water bath 
heater (BH) acting as a barrier. 

 
Figure 6. Individual noise source contributions in SPL dBA 
at control point receiver (blue), and overall SPL dBA (green) 

CONCLUSIONS 

A noise propagation inverse theory model has been devel-
oped as an alternative method to improve ISO standard 8297. 
A noise survey in an industrial plant was conducted follow-
ing the two methods and the data was later retrieved and used 
in two different noise propagation software models according 
to the two described methodologies. Similar results were 
obtained using both methods although inverse noise model-
ling was proved more valuable when solutions were required.  

ISO standard 8297 converts all noise sources to a single 
acoustic power, assumes a noise pattern directivity related 
with the shape of Sm and the dimensions of industrial plant 
are constrained by the standard definitions. Therefore, the 
procedure inabilities the possibility of identifying any indi-
vidual noise sources if further measured are required. On the 
contrary, inverse theory modelling solves these restrictions 
and it can not only define the noise sources but also rank 
them and quantify them providing with a much valuable in-
formation. 

Because of the way that ISO standard 8297 is defined, the 
radiating box radiates noise towards the exterior of the plant, 
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there is no mention to the interior of the facility in the stan-
dard, thus, it is not valid to perform any Occupational, Health 
and Safety (OH&S) measurement. Inverse noise model is 
suitable for performing OH&S measurements because it 
achieves the reconstruction of the near field of all noise 
sources allowing noise hazardous zoning definition by means 
of ranking the influence area of each noise source. 

In terms of time consumption while performing the meas-
urements, we believe both methods are similar although the 
dimensions of the site plus the number of sources will deter-
mine which method is faster. Note that ISO standard 8297 
will require previous work on defining the measurement 
points beforehand while the inverse model will rely on the in 
situ observations and the physical configuration of the plant. 
The post processing of the data (obtaining G) is clearly more 
time demanding in the inverse modelling because it requires 
individual noise source modelling while the ISO standard 
8297 could be performed by hand or using a simple spread-
sheet. However, we are the opinion that the benefits of the 
inverse model justify the handicaps of the method and clearly 
surpasses the ISO standard 8297 results. 

No mention has been done to the limitations of the computer 
software modelling because, in that instance, both methods 
are equally affected (both of them use CadnaA). Information 
about this matter can be found in [18]. 

Finally, the main drawback of using the inverse noise model-
ling is that it is not an officially recognized standard and 
therefore it will be only applicable under explicit customer’s 
endorsement. 

Future work 

We believe inverse noise modelling has great potential in 
solving many of the problems in the industrial noise envi-
ronments. At the same time, we are aware that there are sev-
eral issues that could be improved such as: 

• Including far field measurements for building G. 
• Changing the strategies to minimize the outliers, i.e. 

improving the probabilistic approach to ease the way 
the errors are evaluated. 

• Investigate the adequacy of the method when using 
large numbers of noise sources; will it be feasible 
with five hundred noise sources? 

• Refining computational time by means of iterations 
needed to achieve a stable solution. 

Finally, although the theory is in our favour we would like to 
evaluate the inverse noise modelling method in an indoor 
scenario where the room characteristics such as absorption 
coefficients and reverberation time will play an important 
role in defining the linear operator G. 

Another interesting application of inverse noise modelling 
could be the automated dynamic noise mapping. i.e. a noise 
map that can be updated in predefined time intervals using 
measured data. The most important application of this system 
could be the direct coupling of the model to an automatic 
monitoring system installed along main roads or near indus-
trial plants. Once the inversion noise modelling is complete, 
remote data is send from the monitors to the main computer 
allowing an almost real time contributions list of all the noise 
sources involved in our model. 
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