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scribes the virtual work that would be done if con-
tinuity of normal velocity at the structure-�uid in-
terface is not satis�ed, with continuity imposed as
auxiliary conditions. The corollary is that pressure
at the interface is treated as a constraining force
that imposes this continuity condition, with the fur-
ther consequence that it contributes to the virtual
work, even though it is internal to the system. The
constrained version of Hamilton’s principle is satis-
�ed by using globally de�ned Ritz series to represent
the structural and �uid domains. The series for the
acoustic response begins with a description of the
velocity potential, thereby assuring satisfaction of
the irrotationality condition is independently of the
choice of basis functions.

VARIATIONAL EQUATIONS
The surface bounding the cavity is decomposed

into three subdomains: �� is the �uid-structure in-
terface, the normal velocity is speci�ed on ��, and
the pressure is speci�ed on ��� For the elastic struc-
ture the displacement is �̄�� and the forces doing
work are any external agents, as well as the surface
traction associated with the pressure applied by the
�uid, which is designated ��� (�̄�� �) 	̄ (�̄�) � where
�̄� designates a point on the bounding surface of
the cavity and 	̄ (�̄�) is the normal to the surface at
that location, pointing into the �uid. For the �uid
domain, the displacement is �̄� � and virtual work is
done by the traction exerted by the boundary on
the �uid. On ��, this traction is +�� (�̄�� �) 	̄ (�̄�) �
while the traction that imposes the motion on ��
is +�� (�̄�� �) 	̄ (�̄�) � The pressure speci�ed on �� is
designated 
�� which may be null, corresponding to
a pressure-release condition, or it may be related to
the surface normal velocity by a time domain local
impedance. An important aspect of these de�ni-
tions is usage of the symbol � to designate the sur-
face pressures acting on �� and ��� Doing so permits
these surface pressures to be treated as unknown
constraint forces whose role is to enforce continu-
ity of normal velocity. Of course, these quantities
must match the acoustic pressure evaluated at the
respective surfaces, but such matching is a condition
sought in the eventual solution, rather than an a pri-
ori requirement. A similar perspective is standard
in structural mechanics, where a force exerted by a
support, such as the transverse force exerted on a
beam by a pin connection, is treated like an exter-
nal force, even though it can be directly related to
the internal stress distribution.
In the linearized approximation the bounding sur-

faces are situated at their original location, so the
surface normal 	 (�̄�) is assigned its value in the ref-
erence state of zero displacement. Hamilton’s prin-
ciple for the system is the sum of the principles as-
sociated with the structural and �uid domains. It
will be noted in the below statement that if the dis-
placements of the two domains along �� are implic-

itly taken to satisfy the continuity condition, then
	̄ · �̄� = 	̄ · �̄� along this region. The net virtual work
done by �� in such a perspective, which is the fun-
damental source of the di�culty Gladwell (1966) en-
countered. In contrast, continuity will be imposed as
an auxiliary condition, here so the surface traction’s
role is explicit in the principle’s statement here,
Z �2

�0

{ ��� + ��� � �
� � �
� + ��+

+

ZZ

S�

�� (�̄�� �) 	̄ (�̄�) · [��̄� (�̄�)� ��̄� (�̄�� �)] �S

+

ZZ

S�

�� (�̄�� �) 	̄ (�̄�) · ��̄� (�̄�� �) �S

+

ZZ

S�


� (�̄�� �) 	̄ (�̄�) · ��̄� (�̄�� �) �S} �� = 0

(1)
The structural displacement is represented as a

conventional Ritz series using vectorial basis func-
tions,
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Correspondingly the structure’s contribution to the
kinetic and potential energy are quadratic sums
whose coe�cients are the elements of the inertia and
sti�ness matrices,
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It is necessary that the �uid particle velocity �eld
be irrotational, which is assured by using a Ritz se-
ries to describe the scalar velocity potential,

� = �

P

�=1
��
� ��� (4)

where � is a length scale appropriate to the sys-
tem. The representation of particle velocity is de-
rived from the de�nition of �, after which the dis-
placement is found by a time integration,
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where �̂ is a nondimensional gradient, such that
� = �̂��� The variables ��� whose dimension is
length, are generalized coordinates for the �uid. The
corresponding representation of the acoustic pres-
sure is


 = ���2� · �̄� = ���
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An important aspect is that the pressure relation
invoked in Eq. (6) is derived from the linearized
equation of continuity, whereas the commonly used
relation 
 = �� �� is derived from the linearized mo-
mentum series, which already is incorporated into
Hamilton’s principle. The necessity to use the form
in Eq. (6) is manifested by the fact that using

 = �� �� to form the potential energy density 
2�2��
would lead to a description of the potential energy
that depends on generalized accelerations �̈�� in con-
tradiction to the fundamental requirement that po-
tential energy be a function only of position. The
energy expressions for the �uid corresponding to the
preceding are
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where the �uid inertia and sti�ness coe�cients are
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The surface traction on each subregion is de-

scribed by a Ritz-like series using basis functions
de�ned solely on each surface,
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The basis functions ��
� (�̄�) are a linearly indepen-
dent set that may be extracted as subsets of the
functions used to describe �̄� and �� For example,
a convenient choice for ��
� is the normal compo-
nent of the structural basis functions evaluated on
the surface, 	̄ (�̄�) · �̄� (�̄�) �

The virtual work terms are evaluated by noting
that because the basis functions have been selected,
a virtual displacement can only be obtained from
virtual increments of the generalized coordinates, so
that
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Introduction of these representations and Eqs. (9)
into the virtual work terms in Eqs. (1) converts the
contributions from �� and �� to sums of products
of a traction coe�cient and a generalized coordinate
increment, while the contribution from �� is that

associated with generalized forces, speci�cally,
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where the coe�cients are

��
�� =

ZZ

S�

��
� 	̄ · �̂��
��S

��	 =

ZZ

S�

��
� 	̄ · �̄�
 	�S

 � =

ZZ

S�


� (�̄�� �) 	̄ (�̄�� �) · �̂��
� �S

(14)

All terms appearing in Hamilton’s principle for the
system have been characterized. Equations of mo-
tion are obtained by applying the calculus of varia-
tions, which requires that the stationary property be
satis�ed when arbitrary increments are imparted to
the generalized coordinates �	 and ��� Ultimately,
what emerges are two sets of equations of motion.
Those for the structure are the coe�cients of ��	 in
the integrand,
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where !	 are generalized forces associated with ex-
ternal forces applied to the structure,
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�P

	=1
!	��	 (16)

The equations of motion for the �uid domain are
obtained from the coe�cients of ����
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The combination of Eqs. (15) and (17) is not su�-
cient in number because the traction coe�cients ��
�
and ��
� are unknown.
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CONTINUITY CONDITIONS
Continuity of normal stress at the �uid-structure

interface has been addressed by applying the trac-
tion on �� to both the structure and the �uid. The
other continuity conditions require that the compo-
nents of �̄� and �̄� normal to the �uid-structure in-
terface be equal, and that the same component of
�̄� match the normal velocity imposed on ��� which
is denoted as �� (�̄�� �) � In an arbitrary situation ��
would be the current location of a point on the sur-
face, and 	̄ would be the normal to deformed sur-
face. Linearization simpli�es this by allowing �̄� to
be set to the original reference location and 	̄ to
be considered independent of time. Furthermore,
linearization converts the total time derivative to a
partial derivative. The consequence is that the ve-
locity continuity conditions can be integrated in time
to obtain displacement conditions,

	̄ · �̄� � 	̄ · �̄� = 0; �̄� � S�
	̄ · �̄� � �� = 0; �̄� � S�; ��� = ��

(18)

The number of generalized coordinates is �nite, so
it is not possible to satisfy these continuity equations
everywhere. An approximate procedure is invoked.
If one were to substitute the Ritz series with a speci-
�ed set of values for the generalized coordinates, the
result would be two error functions, consisting of the
left side of each equation. These errors are required
to be orthogonal to a set of basis functions. The
functions ��
� and ��
� have been used to describe
the spatial distribution of the surface traction, so it
is logical that they also be used to orthogonalize the
error in the continuity equations, Thus it is required
thatZZ
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Substitution of Eqs. (2) and (5) converts the pre-
ceding to a set of linear algebraic equations relating
the generalized coordinates.
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where '� are time functions representing the dis-
placement input on S��

'� =
RR
S�
�� ��
��S (21)

The number of equations described by Eqs. (15),
(17), and (20) matches the number of unknowns con-
tained in �	 � ��� ��
�� and ��
�� so the set is solvable.

SOLUTION METHODS

It is convenient to assemble the governing equa-
tions in a stacked matrix form. The unknowns are

{(}T =
h
{�}T {�}T {��}T {��}T

i
(22)

The coupling coe�cients form the �� × % arrays
[��] � and the ��×# array [�] � Then the equations
of motion and associated constraint equations are
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It is evident that the coe�cient matrices are sym-
metric, from which it follows that the formulation
is consistent with the principle of reciprocity, which
Lyamshev (1959) proved from �rst principles applies
for coupled acoustic cavity-structure systems. Sec-
ondly, the coupled system inertia [� ] is singular.
Equations having this characteristic are said to be
di�erential-algebraic (DAE), because some variables
(the ��
� and ��
�) only occur algebraically in them.
There are a number of ways in which these equations
may be solved.

Frequency domain analysis
The di�erential-algebraic nature of the equations

has no signi�cance if one seeks transfer functions
representing the system response to a set of har-
monic inputs. A caret shall denote the complex am-
plitude of a quantity, so the harmonic response is
described as

{(} = Re
³n
(̂
o
exp (*+�)

´
(25)

The algebraic equations governing
n
(̂
o
are not sin-

gular, except when + = 0� so they may be solved
directly,

£
[�]� +2 [� ]

¤ n
(̂
o
=
n
)̂
o

(26)

Modal analysis
Eigensolutions are the nontrivial solutions of Eq.

(26) when the excitation on the right side is not
present. The rank de�cient nature [� ] has the con-
sequence of several eigenvalues being singular. The
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rank of [� ] is the number generalized coordinates,
#+%� so it might appear that the number of singular
values would be the number of constraint equations
�� + ��, but the reduction is greater than that.
The constraint equations represent �� + �� linear
algebraic equations relating # + % generalized co-
ordinates, so the number of generalized coordinates
that can be arbitrarily selected without violating the
constraint equations is #+%������� Such a set of
generalized coordinates are said to be unconstrained,
and their number is the system’s number-of-degrees-
of-freedom. It follows that only # + % � �� � ��

eigenvalues extracted from Eq. (26) will be �nite.
Most numerical algorithms have di�culty handling
singular eigenvalues, but this can be circumvented
by taking , = 1�+2 to be the eigenvalue. This con-
verts the eigenvalue problem to

[, [�]� [� ]] {�} = {0} (27)

An eigensolution of this equation should yield
2 (�� +��) zero roots for ,� Some eigensolvers will
fail to identify this number of null eigenvalues, but
such a failure is not an issue. The eigenvectors cor-
responding to , = 0 will have the property that
their only nonzero elements are those that represent
traction coe�cients. Thus, these modes may be dis-
carded, while the remaining eigensolutions may be
used to form modal equations for system response.

Numerical time domain solutions
In some situations it might be desirable to use nu-

merical methods to solve the system of equations de-
scribed by Eq. (23). One approach for doing so is to
use a DAE algorithm (Brenan, Campbell, and Pet-
zold, 1995), but the equations have the characteristic
of a sti� system, which requires greater numerical ef-
fort than that required to solve the same number of
ordinary di�erential equations for a conservative me-
chanical system. An alternative approach is hinted
at in the discussion of modal analysis. The method is
a simpli�ed version of the elimination method that
has been developed to address nonholonomic sys-
tems. It entails selecting a subset of �� +�� gen-
eralized coordinates as a constrained set. The con-
straint equations, whose number matches the num-
ber of constrained variables, are solved for those vari-
ables in terms of the remaining # + % ��� ����
which constitute the constrained set. The expres-
sions for the constrained set in terms of the un-
constrained set are used to obtain energy expres-
sions and virtual work that only feature the uncon-
strained set. The outcome is a set of equations like
that of any other linear time-invariant system, with
equivalent inertia and sti�ness matrices and an as-
sociated set of generalized forces. Solution of these
equation yields the response in terms of the uncon-
strained variables, from which the full set of general-
ized coordinates and the displacement �eld may be
found from linear transformations. Unfortunately,

space limitations prevent further elucidation of the
method in the present venue; a detailed description
of the elimination method may be found in the text
by Ginsberg (2008).

CLOSURE
The present development enhances the variety of

tools that one can employ to analyze the response
of a structure that forms a portion of the boundary
of a cavity containing a compressible inviscid �uid.
The only restriction imposed is that the responses
of both domains are su�ciently small to justify a
linearized analysis. The focus here was on the de-
velopment of analytical models featuring relatively
few generalized coordinates, which generally results
when one uses globally de�ned basis functions to de-
�ne the Ritz series. However, introduction of local
basis functions would allow the formulation to be
used as the foundation for �nite element methods.
The fact that the coe�cient matrices in the equa-
tions of motion are symmetric con�rms that the for-
mulation satis�es the principle of reciprocity, and
the property also means that any computational ef-
forts will be relatively e�cient.
User discretion is required only in the selection of

the basis functions, whose sole mandatory require-
ment is that they be linearly independent. The
present development assumed that these functions
did not satisfy any boundary conditions. However,
the condition at a rigid surface can be satis�ed iden-
tically by selecting �uid basis functions whose nor-
mal derivative vanish at that surface. Satisfaction of
a pressure-release condition is not mandatory in the
context of Hamilton’s principle. Nevertheless, selec-
tion of functions that vanish identically at pressure-
release surfaces may be expected to �t the response
better, and therefore lead to more rapid convergence
of the Ritz series. This freedom to select how bound-
ary conditions are satis�ed is an attractive feature,
for it increases the options one has. It also can be
used in a more general sense. Suppose the cavity’s
shape is an amalgam of basic shapes that �t the stan-
dard curvilinear coordinate systems. Individual Ritz
series can be used to describe each subdomain. Cor-
respondingly, Hamilton’s principle would be modi-
�ed by exposing the interfaces between domains, and
adding virtual work terms for the traction forces on
these exposed surfaces. This would be accompanied
by additional constraint equations enforcing velocity
continuity along these interfaces.
At this juncture, the development is abstract, in

the sense that it has not be applied to a speci�c
system. Substantial testing is required to assess the
merits of various types of basis functions in a variety
of systems. Furthermore, although the methodology
has several attractive features, it is not obvious that
this will translate to more e�cient or more accurate
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solutions of speci�c problems. These issues require
further examination.
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