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ABSTRACT

This paper presents a sample-wise acoustic positioning method using natural gradient adaptation to track fast source
location change. We are studying a sound imaging system with binaural reproduction setup for virtual and augmented
reality applications such as a navigation system for pedestrians on mobile devices. The system uses stereo earphones,
binaural microphones, and a hand-held mobile phone that emits a measurement signal for head tracking and source
positioning. In this study, we developed a sample-wise acoustic positioning method using multiple receivers based
on natural gradient adaptation. This method directly estimates the three-dimensional source position on the spherical
coordinate system defined by the receivers’ positions by minimizing the cost function. We derived this method under
the constraint that the relative positions of the receivers are spatially-fixed on the spherical coordinate system. The cost
function is defined as a residual sum of squares between the actual and estimated source signals. The estimated source
signals are namely those for which the time delay and the amplitude are compensated depending on the estimated source
position. The proposed method executed sample-wise processing for 48 kHz sampling in real-time. It reduces 90% of
the azimuth error compared to the conventional correlation-based method at a movement speed of over 30 degrees per
second, which corresponds to natural head turning. The azimuth error was within 1 degree, which means this method
produces sufficient accuracy for the sound imaging system.

INTRODUCTION

With the recent rapid growth of signal processing technologies,
three-dimensional sound technology has been highlighted in
order to realize high performance audio-visual systems. The
binaural reproduction technique is indispensable for truly im-
mersive three-dimensional sound systems. This technique cre-
ates a sound image anywhere around the listener by using stereo
headphones or earphones. The applications of this technique
are diverse and in great demand such as virtual and augmented
reality, tele- and video-conferencing, and other entertainments.
We are studying a sound imaging system with binaural repro-
duction setup for virtual and augmented reality applications
such as a navigation system for pedestrians on mobile devices.

An important property required in typical applications of the
binaural reproduction technique is to position one’s head pre-
cisely in order to produce a spatially-fixed sound image [1].
For that reason, many acoustic head tracking and positioning
systems have been developed. Most of these systems need the
listener to wear equipment that consists of acoustic transmit-
ters or receivers, and base stations are also acoustic receivers
or transmitters to be placed at fixed positions. The systems
are technically based on estimation of the time delay of ar-
rival and/or the time difference of arrival. Generally, the three-
dimensional position is determined as the intersection of mul-
tiple spherical or hyperbolic planes given by estimates of the
time delay of arrival or the time difference of arrival [2, 3, 4, 5,
6].

Conventional estimators assume that the movements of sources
and/or receivers are slow and approximately constant within a
short-time. This assumption works effectively in many practi-

cal situations [4, 7]. The generalized cross-correlation (GCC)
method proposed by Knapp and Carter [7] is the most pop-
ular technique. The GCC method finds the maximum of the
normalized cross-correlation between two signals within the
short-time. However, this assumption fails when the receivers
and/or the source move quickly [8] as in our application.

On the other hand, adaptive algorithms have also been applied
to estimation of the time delay in many previous works [8, 9,
10, 11, 12, 13, 14, 15, 16, 17]. Chan et al. introduced a pa-
rameter estimation approach to time delay estimation by mod-
eling the delay as a finite impulse response filter whose coef-
ficients are samples of a sinc function [9]. Using this condi-
tion in adaptation, So et al. proposed an adaptive algorithm
for explicit time delay estimation, where the filter coefficients
are given by a function of the estimated delay only [14]. For
estimating the time-varying delay, adaptive algorithms are re-
garded as the most effective techniques as seen in previous
studies. Thus, we previously reported an adaptive algorithm for
explicit two-dimensional direction estimation using the steep-
est descent method [18, 19]. However, the stability and the con-
vergence time of this method depend on the step-size parame-
ter. It was difficult to choose the step-size parameter in such a
way as to provide fast convergence.

In this paper, we develop a sample-wise acoustic positioning
method based on an adaptive filtering technique to provide
fast convergence using natural gradient adaptation [20]. This
method directly estimates the three-dimensional source posi-
tion to the positions of the receivers on the spherical coordi-
nate system by minimizing the cost function of the natural gra-
dient algorithm. First, we describe the proposed sample-wise
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Figure 1: Geometric relationship between the source S exist-
ing at the position ppp = (r,θ ,ϕ)T and the receiver Mi (i =
1,2, · · · ,m) located at the position (ri,π/2,ϕi)T on the spheri-
cal coordinate system.

acoustic positioning method. Next, we perform experiments
on the accuracies of the proposed method and the conventional
method. In the experiment, we use binaural microphones for re-
ceivers and a mobile phone that emits the sound for the source.
Finally, we summarize the paper.

SAMPLE-WISE POSITIONING METHOD

In this section, we develop the proposed sample-wise acoustic
positioning method. First, we define the geometric relationship
between the source and receivers, and these signals. Next, we
describe the details of the proposed method.

Definition

As shown in Fig. 1, let us assume that the source S and the sig-
nal s(k) exist in free space. We can obtain the signal xi(k) (i =
1,2, · · · ,m) observed by the receiver Mi as

xi(k) =
1
di

s
(

k− di

c

)
+ni(k), (1)

where k is the discrete time index, di (i = 1,2, · · · ,m) repre-
sents the distance between the source S and the receiver Mi, c
is the sound velocity, and ni(k) (i = 1,2, · · · ,m) is the interfer-
ence signal observed by the receiver Mi. Here, the time delay
of arrival τi and the distance di can be expressed as a function
of the position ppp = (r,θ ,ϕ)T of the source S on the spherical
coordinate system

τi(ppp) =
di(ppp)

c
=

√
r2 + r2

i −2rri sinθ cos(ϕ−ϕi)

c
, (2)

where (ri,π/2,ϕi)T is the position of the receiver Mi.

Our task is to find the position ppp of the source S from the source
signal s(k) and the observed signal x(k).

Algorithm

By using an adaptive filtering technique, the estimated observed
signal x̂i(k) is modeled as a sinc function that is expressed as
the estimated position ppp of the source S:

x̂i(k) =
∞

∑
n=−∞

sinc
(

n− di(ppp)
cT

)
1

di(ppp)
s(k−n), (3)

where all adaptive filter coefficients are expressed in terms of
the estimated position ppp only, sinc(x) is defined as sinc(x) =

0
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Figure 2: Estimated position trajectories for the proposed
method based on the natural gradient adaptation (solid line:
µ(k)=1e-4) and the standard gradient adaptation (dotted line:
µ(k)=1e-4 and dashed line: µ(k)=1e-5) for comparison. Top,
middle, and bottom figures show the radius r, the zenith θ , and
the azimuth ϕ of the source S.

sin(πx)/πx, and T is the sampling period. Here, we define a
cost function J(ppp) as

J(ppp) = ∑
i

(xi(k)− x̂i(k))
2 . (4)

This cost function J(ppp) is minimized when the estimated posi-
tion ppp matches the actual source position.

Using the cost function J(ppp), the estimated position ppp updates
for the natural gradient adaptation [20] are given by

ppp(k +1) = ppp(k)−µ(k)GGG−1(ppp(k))
∂J(ppp(k))

∂ ppp
, (5)

where µ(k) is the step-size parameter, and GGG(ppp) is the Rieman-
nian metric tensor for the position ppp on the spherical coordi-
nate system given by

GGG(ppp) =




1 0 0
0 r2 0
0 0 r2 sin2 θ


 . (6)

Moreover, the partial differentiation ∂ sinc(x)/∂x in Eq.(5) is
given by

sinc′(x) =
cos(πx)− sinc(x)

x
. (7)

This method is able to estimate the three-dimensional position
of the source to the positions of the receivers on the spherical
coordinate system by minimizing the cost function of the natu-
ral gradient algorithm.

EVALUATIONS

Computer simulation

First, we applied the proposed method to a three-channel pla-
nar array for 3-D position estimation. Three receivers are lo-
cated on the vertex of an equilateral triangle as shown in Fig. 1.
The receiver positions are (ρ ,π/2,0)T , (ρ,π/2,2π/3)T , and
(ρ,π/2,4π/3)T , where ρ is 0.08 m. For the source signal s(k),
we used a white Gaussian noise. The sampling condition is
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Figure 3: Estimation error for the azimuth ϕ of the source
S. The upper figure shows the GCC method and lower figure
shows the proposed method.

48 kHz/16 bit. The observed signals xi(k) (i = 1,2,3) of re-
ceiver Mi are generated to give a time delay in the computer. In
this simulation, the source moves as follows:

ppp(t) =




r(t)
θ(t)
ϕ(t)


 =




0.1(1+ sin(2π(0.5t)))
π(1+ sin(2π(t +2t2)))/6

π(1+ sin(2π(0.5t + t2)))/6


 ,

(8)
where t is the time index; i.e., t = kT . The other conditions
are as follows: The initial position ppp(0) of the source S is
(0.1,0.01,0.01)T . The adaptive filter length is 128 samples.

Figure 2 shows the estimated position trajectories for the pro-
posed method based on the natural gradient adaptation (solid
line: step-size parameter µ(k)=1e-4) and the standard gradient
adaptation (dotted line: µ(k)=1e-4 and dashed line: µ(k)=1e-
5). In the standard gradient adaptation, the Riemannian metric
tensor is GGG(ppp) = III. The stability and the convergence time de-
pend on the step-size parameter. This figure indicates that the
proposed method can estimate the 3-D position of the rapid
moving source.

Next, we compared the accuracy of the proposed method with
the conventional method. For comparison, we applied the pro-
posed method to a two-channel array for 2-D position estima-
tion. The receiver positions are (ρ,π/2,0)T and (ρ,π/2,π)T ,
where ρ is 0.08 m. The interval between neighboring micro-
phones is 0.16 m. For the conventional method, we use the gen-
eralized cross-correlation (GCC) method described in the liter-
ature [7]. The GCC method finds the maximum of the normal-
ized cross-correlation between the two observed signals. Addi-
tionally, to improve the precision of the time delay estimation
and to make a fair comparison, we performed interpolation of
the normalized cross-correlation before finding the maximum
by using a windowed sinc function filter. The analysis window
used in our experiments has a duration of 128 samples with
an overlap of 127 samples. The tap length of the sinc function
filter for the proposed method and the GCC method is also
128 samples. In this simulation, the source moves as follows:

ppp(t)=




r(t)
θ(t)
ϕ(t)


=




0.1
π/2

π(3+ sin(2π(0.5t + t2)))/6


 . (9)

The other conditions were the same as those in the first simula-
tion.
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Figure 4: The experimental setup. The HATS stands on the
turntable system and wears the binaural microphones for re-
ceivers, and the mobile phone emits the quasi-ultrasonic sound
for the source.

Table 1: The equipment for the experiment.

Equipment Manufacture Type
HATS B&K 4128D
Turntable system B&K 9640
Binaural microphones Adphox BME-200
Microphone amplifier audio-technica AT-MA2
Power amplifier audio-technica AT-HA20
AD/DA converter PreSonus FIRESTDIO

In Fig. 3 the upper panel shows the estimation error for the az-
imuth ϕ of the GCC method, and the lower panel shows the
estimation error of the proposed method. We define the estima-
tion error as the difference between the actual source position
and the estimated position. Here, we consider the difference
between the GCC method and the proposed method. The GCC
method is based on the assumption that the time delay does not
change or remains approximately constant within the analysis
window. Consequently, movement causes a large estimation er-
ror. The proposed method reduces 90% of the azimuth error
compared to the GCC method at a movement speed of over 30
degrees per second.

Experiment

We also investigated the availability of the proposed method
in our target application. We applied the proposed method to a
two-channel array for 2-D head tracking with source position
estimation. Figure 4 shows the experimental setup. In a sound-
proof room, with reverberation time of 0.1 s, the HATS stands
on the turntable system and wears binaural microphones for re-
ceivers, and the mobile phone emits the sound for the source.
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Figure 5: Estimated position trajectories. The HATS rotates
π/5 rad/s. Upper and lower figures show the radius r and the
azimuth ϕ .

The receiver positions are (ρ,π/2,0)T and (ρ ,π/2,π)T , where
ρ is 0.08 m. The interval between receivers is 0.16 m. For the
source signal s(k), we used a band-limited Gaussian noise (18–
20 kHz). The HATS rotates π/5 rad/s about the azimuth ϕ .
Table 1 shows the equipment for the experiment. The other
conditions were the same as those in the simulation.

Figure 5 shows the estimated position trajectories for the pro-
posed method in the experiment. This figure indicates that the
proposed method can track the position of moving receivers at
a movement speed of over 30 degrees per second, which corre-
sponds to natural head turning. The azimuth error was within 1
degree, which means this method produces sufficient accuracy
for the sound imaging system.

CONCLUSIONS

This paper presents a sample-wise acoustic positioning method
based on an adaptive filtering technique to provide fast con-
vergence using natural gradient adaptation. This method di-
rectly estimates the three-dimensional source position to the
positions of the receivers on a spherical coordinate system by
minimizing the cost function. The simulation result indicates
that the proposed method can track the three-dimensional posi-
tion of a rapid moving source. The estimation error of the pro-
posed method is smaller than that of the conventional method.
In the experiments, we use binaural microphones for receivers
and a mobile phone that emits the sound for the source. The ex-
perimental result supports the effectiveness of the method for
two-dimensional head tracking and source position estimation.
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