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ABSTRACT 
Familiarity with a talker facilitates perception for both heard speech (where speech from a familiar talker is better identified 

in noise) and for visual speech (where familiarity with a talker’s face assists visual speech recognition). Recently, it has even 

been shown that the talker familiarity effect can be produced cross modally, i.e., experience in speech-reading a talker facili-

tates performance on a SPeech-In-Noise (SPIN) task. The current study examined within and across modal speaker familiar-

ity effects with short-term familiarity training and test of transfer to SPIN performance from auditory only (AO), visual only 

(VO) and Auditory-visual (AV) exposure. The results showed that there was transfer from AO and VO talker familiarization, 

but not from AV speech. The results are discussed in terms of how the familiarity effect might be sensitive to the degree of 

bottom-up attention initially paid to a talker’s speech. 

I. INTRODUCTION 

Speech perception is plagued with uncertainties. Unlike print, 

the speech signal is evanescent, is often commingled with 

other signals and there is no speech equivalent of a standard 

font. Given this indefinite state, factors that act to reduce the 

speech signal’s uncertainty generally facilitate its perception. 

For example, spoken word recognition in noise is more accu-

rate with a single talker compared to when the talker is un-

predictable from trial to trial, (i.e., mixed talkers, Creelman, 

1957). Even without noise, word recognition times are faster 

in single-talker lists (Summerfield & Haggard, 1973). Fur-

thermore, talker-list effects have also been found with visual 

speech. For instance, speech reading sentences is easier from 

a single speaker list than a multiple speaker list (Yakel, 

Rosenblum, & Fortier, 2000).  

Talker familiarity, a related factor that reduces signal uncer-

tainty, also facilitates speech processing, especially when 

processing occurs under difficult circumstances (in noise) or 

with difficult stimuli, e.g., low-frequency words with many 

high-frequency neighbours (Nygaard & Pisoni, 1998; Brad-

low & Pisoni, 1999). For example, Nygaard, Sommers, and 

Pisoni (1994) had listeners learn to identify the voices of ten 

talkers (five male and five female) from single word utter-

ances. Listeners were familiarized with each talker’s voice 

for each of nine days of training and learned to associate a 

name with each. Following training, one group of listeners 

were given SPIN task with the trained talkers and another 

group a SPIN task with talkers they had not been trained on. 

It was found that more words were correctly identified in 

noise when the voices were familiar (although, there were 

large individual differences in the application of this effect). 

Yonan and Sommers (2000) used familiar and unfamiliar 

talkers in a SPIN task (that used both single words and sen-

tences) to investigate an explanation of the familiarity advan-

tage put forward by Nusbaum and Morin (1992). This expla-

nation proposed that when a voice is familiar a listener can 

use stored information to compute perceptual normalization; 

a benefit accrues because this is more efficient than a compu-

tation conducted from scratch (Logan, 1998). To test this 

proposal, both young and elderly participants were examined 

to see if the latter would benefit from talker familiarity. It 

was also tested whether explicit training was required for a 

familiarity benefit to show. 

Yonan and Sommers found that older listeners, who had im-

paired ability to explicitly identify talkers’ voices, showed a 

familiarity benefit that was similar in size as to that shown by 

the younger listeners. Furthermore, it was found that inciden-

tal exposure to the voices (in a semantic judgment task) pro-

duced the same familiarity benefit as explicitly directing 

participants to attend to the voices. Given these two results, it 

was argued that the talker familiarity effect is mediated by 

implicit memory.  

As with the talker-list effects mentioned above, it has also 

been demonstrated that the facilitatory effect of talker famili-

arity extends to visual speech. That is, speech reading gets 

better as participants became increasingly familiar with the 

same speaker (Lander & Davies, 2008). What makes the link 

between auditory and visual speech even clearer is the recent 

finding that familiarity with a talker in one modality (i.e., 

having seen the talker speaking) can enhance the perception 

of speech of that talker in the other modality, i.e., hearing the 

talker speak in noise (Rosenblum, Miller & Sanchez, 2007). 

Rosenblum and colleagues argued that this cross-modal fa-

miliarity effect was due to amodal, talker-specific articula-

tory-style information that acts to facilitate the perception of 

speech in both modalities.  

The current study followed up the Rosenblum et al one, so it 

is useful to consider the method used in this study in more 

detail. In Rosenblum et al study, participants first took part in 

a speech reading task. The spoken stimuli consisted of silent 

videos of the lower half (bottom of the chin to upper cheeks) 

of two female talkers. Speech reading performance was 

scored by a key word method in which three key open class 

words were scored in each of 100 BKB sentences (Bench & 

Bamford, 1979). Each sentence was presented twice and the 

task was to say what the words were (participants were not 

told about the SPIN task that followed). For the SPIN task, 
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150 new sentences were presented in white noise (each pre-

sented twice at +5, 0 and -5 SNR, as used in Yonan & Som-

mers, 2000). The same key word scoring (maximum 3 words/ 

sentence) method was used to evaluate SPIN performance. In 

the task, 30 participants were presented with same talker who 

they had seen in the speech reading task and 30 with a differ-

ent talker. The results showed that participants who had the 

same talker in the speech reading and SPIN tasks performed 

approximately 5% better in the latter than did participants 

who had different talkers in the two tasks. 

The current study presents a modified version of the talker 
familiarity paradigm in which participants are given rela-

tively limited exposed to a talker and then immediately given 

a SPIN test. It is interesting to determine whether short-term 

exposure rather than extensive multi-day training will pro-

duce effects. Furthermore, the current study tested the effect 

on SPIN performance of exposure to auditory, visual and 

auditory-visual speech information. That is, participants were 

familiarized with four talkers in three conditions: auditory 

only, visual, or auditory-visual. After exposure to each talker, 

participants were required to identify the talker’s speech in 

noise. The result will determine if there is a general talker 

familiarity effect, i.e., whether the overall performance in 

speech recognition in noise is better than the control condi-

tion (that consisted of reading written words) and whether the 

cross-modal talker familiarity effect is different from that 

produced by auditory only and auditory-visual exposure.  

Other modifications that were introduced in the current study 

include: 1. The use of full face (& neck) videos since it has 

been shown that visual speech information from the whole 

head can affect speech perception and specifically speech 
perception in noise (Cvejic, Kim & Davis, 2010; Davis & 

Kim, 2006). 2. The use of multitalker babble speech as noise 

source (rather than white noise). Babble speech tends to be a 

more commonly experienced noise source and it has been 

shown that both auditory and visual speech perception can be 

affected by the type of noise used (Davis, Kim, Grauwinkel 

& Mixdorff, 2006). 3. The use of the same exposure (train-

ing) sentence for all the talkers as this would make talker 

differences readily apparent. 4. The use of a scoring proce-

dure that used all the presented words rather than a set of 

three key words.  

II. METHOD 

A. Participants 

Thirty-two undergraduate university students from the Uni-

versity of Western Sydney participated in the experiment. All 

participants were native speakers of English, 18 years of age 

or over and had self-reported normal or corrected-to-normal 

vision and none reported a history of hearing loss.   

B. Materials 

The materials consisted of two different sets: An exposure 

(training) set and a SPIN task set. The exposure set consisted 

of the same 10 sentences spoken by four different native 

talkers of Australian-English processed to be presented in an 

Auditory-Only version; a Visual-Only version; an Auditory-

Visual version and a text version (control). The SPIN task 

sentences comprised of four sets of 10 different sentences per 

set spoken by the four talkers. 

In all then, 50 sentences were selected from the IEEE sen-

tence list (IEEE, 1969) and recorded as auditory and visual 

speech stimuli. Four male native speakers of Australian Eng-

lish (in their early twenties) were recruited as talkers. Audio-

visual recordings were made using a digital video camera (25 

fps) and an externally connected lapel microphone (44.1 kHz, 

16-bit stereo). Each talker was seated in a well-lit IAC booth 

and instructed to say aloud all the 50 sentences in neutral 

emotion. The talkers were video recorded against a uniform 

grey background, facing the camera and the recording 

showed the head and shoulders. Overall, the experimental 

items consisted of speech stimuli in auditory-only (AO), 

visual-only (VO) and auditory-visual (AV) conditions. 

For the SPIN task, the digitized auditory sentences were 

equated for peak root mean square amplitude (using Praat, 

Boersma & Weenink, 2010) at 69 dB and then combined 
with different samples of babble speech (consisting of three 

female talkers and one male, obtained from Auditec, St. 

Louis, MO) at 70dB. Thus the average SNR was -5dB. The 

onset of noise and speech stimuli had the same duration. 

Sixteen versions of experiment were constructed so that the 

sentences from each of the talkers could be presented in each 

of the SPIN tasks that followed the exposure session without 

any sentences being repeated within a version. Figure 1 pre-

sents a cartoon of the design and shows four of the 16 ver-

sions. Each participant was run on one of the versions (the 

order of the trials in a version is shown horizontally). So for 

example, for version 1, a participant would be presented with 

‘Talker 1” auditory-only, then the SPIN test; “Talker 2” vis-

ual-only, then the SPIN test; “Talker 3” auditory-visual, then 

the SPIN test and finally a text control and then the SPIN test 

on “Talker 4”. Each version of the experiment consists of 4 

conditions and in each condition there were 10 exposure 

(training) sentences and an associated SPIN task. The four 

conditions differed in that speech presented in the training 

session was Auditory-Only, Visual-Only, Auditory-Visual or 
text (Control). In the associated SPIN task session partici-

pants had to identify speech in noise (10 sentences) that were 

produced by the same talker as in the exposure session. Each 

participant was allocated to one of the 16 versions (across 

which the presentation of the talkers was rotated).  

 

 

Figure 1. An example of the design of four out of the 16 

version versions of the experiment. In the other 12 condi-

tions, the talkers depicted above were rotated across each 

presentation order. 

C. Procedure 

Participants were first informed about what they would be 

required to do in the experiment. Each participant was told 

about the exposure sessions in which he/she was asked to 

type out precisely what the talker had said (in the Auditory 

only, Visual-Only and Auditory-Visual conditions) or type 

out what words they had read in each of the briefly presented 

sentences (each sentence was presented for 1.5 seconds).  

Each of the sentences in the exposure session was presented 

twice and then the participant had to write down what he/she 
had heard/seen. Participants were then told that after each 

exposure session she/he would hear a person speaking in 

noise and that this time each sentence would be only pre-

sented once. They were told that the in-noise sentences were 
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different from those presented in the exposure session. Par-

ticipants were told that the task was to type out as many of 

the words that she/he had heard. Before the experiment 

proper began, participants were given 10 written practice 

trials (presented for 1.5 seconds each) to give them an idea of 

the type of sentences that she/he would see/hear in the ex-

periment. 

Participants were tested individually in a sound attenuated 

IAC booth. Auditory stimuli were presented through Senn-

heiser HD580 headphones. The video clips were played back 

using the DMDX software (Forster & Forster, 2003) on a 
ViewSonic G810 21 inch monitor.   

Sentences within each condition were presented in a block 

and the presentation of sentences within each block was ran-

domized. The order of the presentation conditions depended 

upon the particular version a participant did. After each 

stimulus presentation in the SPIN task, participants typed 

their responses. In scoring these data, all words were scored 

with credit only given if the typed word exactly matched the 

spoken word (except where the response was an obvious 

typo). The percentage correct word identification was calcu-

lated as the measure of speech recognition for each condition.   

 

III. RESULTS AND DISCUSSION 
 

Mean percent correct scores are shown in Figure 2. As can be 

seen, SPIN performance was approximately 4% better when 

this test was preceded by same talker exposure in the Audi-

tory-Only and Visual only conditions compared to the no 

speech text presentation control condition. The difference 

between the Auditory-Visual exposure condition and the text 

control was smaller than the other two exposure conditions.  

 
 

 

Figure 2. Mean percent correct word recognition scores (and 

Standard Error) in the SPIN task for each of the four different 

exposure conditions 

 

 

The overall familiarity effect was tested using repeated 

measures ANOVA on the percent correct items scores. As it 

turned out, the difference between the four exposure condi-

tions was marginal, F(3,108) = 2.58, p = 0.057, η2 = 0.07. 

The basis of this weak effect can be determined by pair-wise 

tests of each of the experimental conditions against the con-

trol. 

 

SPIN performance was significantly better than control in the 

Auditory-Only condition, F(1,36) = 5.11, p < 0.05, η2 = 0.12. 

Likewise, performance was also better in the Visual-Only 

condition, F(1,36) = 5.56, p < 0.05, η2 = 0.13. Performance 

in the AV condition did not differ from that in the control 

condition, F < 1; it seems likely that scores in this condition 

contributed to the marginal overall difference between the 

presentation conditions.  

In general, the results confirm those that have previously 

been reported. That is, there was an advantage in the SPIN 

task for talkers whose voice was familiar due to recent pre-

exposure in the Auditory-Only condition or pre-exposed in 

the Visual-Only condition. The size of this familiarity advan-

tage was similar for the two different types of exposure, lend-

ing support to the idea that the familiarity effect is based 

upon amodal information about speech production (Rosen-

blum et al, 2007). 

This amodal view fits nicely with the idea that the familiarity 

effect is based on representations of the person who is talking 

(see Johnson, 2005). A straightforward proposal that fleshes 

out this talker-as-central view is that talker normalization is 

based upon perceptions of properties of the talker’s vocal 

tract. In this regard, the proposal meshes with that of Nus-

baum and Morin (1994), mentioned above, that the advantage 

of a familiar voice accrues because a listener can use stored 

information to compute perceptual normalization. What is 

important, as Johnson (2005) points out, are the perceiver’s 

expectations about the talker that rather than the veridical 

vocal tract parameters themselves.  

There is of course an obvious problem with the above pro-

posal. If it were the perception of the talker that was para-

mount in producing the familiarity advantage, then the Audi-

tory-Visual presentation condition should have been the one 

to produce the most robust effect, since it is in auditory-

visual presentation that auditory and visual speech are tied 

together by a dynamic talking person. As it turned out, how-

ever, the Auditory-Visual exposure condition produced the 

least robust effect; one that was not significantly different 

from the no speech exposure text control.   

Our proposal for why this was the case (in this particular 

experiment) is that the familiarity effect was modulated by 

the degree to which perceivers paid attention to details of the 

talker’s way of speaking in the different exposure conditions. 

Consider the two conditions that showed robust effects, the 

Auditory and Visual only ones. The task in the exposure 
trials was to write down what was heard or seen; a task that 

would have drawn attention to details of how the speech was 

articulated and been quite challenging. However, because the 

Auditory-Visual condition provides a much more robust 

speech signal, perceivers may not have needed to invest as 

much attention in the task. We suggest that it was this varia-

tion in stimulus-driven bottom-up attention that might have 

modulated the robustness of the familiarity effect. It should 

be noted that the type of attentional effect we are proposing is 

not something that would be necessarily altered by explicit 

instruction and so we do not see that this proposal conflicts 

with the demonstration by Yonan and Sommers (2000) that 

the familiarity benefit was the same following intentional or 

incidental voice learning. 
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