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ABSTRACT 

The ability to follow separate lines of melody is an important factor in music appreciation. This ability relies on ef-
fective auditory streaming, which is much reduced in people with hearing impairment, contributing to their reported 
difficulties in music appreciation. The aim of this study was to assess whether visual cues could reduce the difficulty 
of segregating a melody from background notes for 1] people with normal hearing and extensive musical training, 2] 
people with normal hearing and no musical training, and 3] musically untrained cochlear implant users. Normal-
hearing musicians (N=18), normal-hearing non-musicians (N=19), and cochlear implant (CI) users (N=12) were 
asked to rate the difficulty of segregating a four-note repeating melody from random interleaved distracter notes. Vis-
ual cues were provided on half the blocks; and difficulty ratings for blocks with and without visual cues were com-
pared between groups. When no visual cues were present, musicians rated the task as less difficult than non-
musicians, with CI users reporting the most difficulty. For normal-hearing listeners, visual cues and musical training 
both reduced the difficulty of extracting the melody from the distracter notes. However, musical training was not re-
quired for the visual cue to be effective, with musically untrained listeners showing the largest reduction in difficulty. 
CI users also reported significantly reduced difficulty extracting the melody when using the visual cue, reporting 
similar difficulty ratings to normal-hearing listeners without the aid of the visual cue.  These results suggest that vis-
ual cues may be an effective means of improving the enjoyment of music for cochlear implant users. Further research 
is required to optimise the design of the display and to determine the most useful acoustic features for the display to 
encode.

INTRODUCTION 

The appreciation of music is increasingly being recognised as 
vital to many areas of functioning in society, and has a myr-
iad of beneficial effects on the body and the brain (Gfeller & 
Knutson, 2003; Mithen, 2009). Music often contains multiple 
“streams,” for instance a melody and a harmony, either 
played on the same or separate instruments. The ability to 
separate and group auditory streams is called auditory stream 
segregation, and this ability is based mainly on acoustic dif-
ferences (such as pitch and timbre) between the streams. 
Unfortunately, the sensations of pitch (the “height” of a 
sound) and timbre (the quality of sound that differentiates 
instruments) are both degraded by hearing loss, which in turn 
leads to reduced stream segregation, and reduced apprecia-
tion of music. Furthermore, some hearing devices such the 
cochlear implant (CI) are currently very poor at reproducing 
music  (see Gfeller et al., 2005; and McDermott, 2004 for 
reviews) and people with hearing impairments may tend to 
feel excluded in social situations and events where music is 
present. 

Recent work in cognitive neuroscience has found that the 
sensory modalities are integrated at relatively early stages of 
processing in the brain (Driver & Noesselt, 2008), and that 
concurrent stimuli in one sense (vision for instance) can alter 

or improve perception in another sense such as audition 
(Bolognini, Frassinetti, Serino, & Ládavas, 2005; Shams, 
Kamitani, & Shimojo, 2000). The power of visual cues to 
improve auditory perception is demonstrated in the case of 
speech perception in background noise. It has long been 
known that when a speaker’s lip and facial movements are 
available, an improvement in performance equivalent to in-
creasing the signal-to-noise ratio by up to 15 dB can be ob-
served (Sumby & Pollack, 1954).  

In the musical domain there has been little research examin-
ing the effect of vision on perception of music, however, 
concurrent video of musical performances have been shown 
to affect ratings of tension and phrasing (Vines, Krumhansl, 

 
Figure 1: The simple 4-note melody (G, C, A, D, midinotes 
62, 72, 69, 74) depicted on the stave used as the visual display. 
Each melody note turned red as it played. 
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Wanderley, & Levitin, 2006), physiological  responses to 
music (Chapados & Levitin, 2008), and the perception of 
bowing vs. plucking judgements for stringed instruments 
(Saldaña & Rosenblum, 1993). A concurrent visual cue rep-
resenting pitch has also been found to improve auditory 
stream segregation in the context of a classic streaming ex-
periment (Rahne, Böckmann, von Specht, & Sussman, 2007), 
however it is not known if this improvement can be main-
tained in a musical task.  

People with hearing impairment using cochlear implants have 
been shown to be better than normally-hearing listeners at 
integrating visual information with degraded auditory signals 
(Rouger et al., 2007). If visual information can improve 
stream segregation in a musical context, people with hearing 
impairment may also be better able to take advantage of this 
information. The provision of an appropriate visual cue may 
thus improve the appreciation of music for users of cochlear 
implants and hearing aids.  Although it may be possible to 
use such visual information to assist CI users, there is cur-
rently very little research on the effect of visual cues on 
streaming for either normal-hearing listeners or those using 
cochlear implants, and to our knowledge, none have em-
ployed a musically-relevant task.  

It is also unknown whether extensive experience or training 
will be required in order to make use of visual information. In 
the current experiment, an animated musical stave depicting 
the melody notes was used as the visual display. In order to 
test the effect of training, highly experienced musicians, with 
extensive training associating visual depictions of pitch with 
their auditory correlates, were also assessed in order to inves-
tigate the effect of training. 

In this experiment, the effect of visual cues on musical 
streaming in cochlear implant users, and normal-hearing 
listeners with and without musical training was examined. A 
musical streaming paradigm was employed that involved the 
extraction of a simple melody from a background of distrac-
ter notes varying in pitch. The difficulty of extracting the 
melody was then compared depending on whether or not a 
concurrent visual cue was present. 

 

METHODS 

Ethics statement 

The experimental protocol conforms to The Code of Ethics of 
the World Medical Association (Declaration of Helsinki), and 
was approved by the Human Research Ethics Committee of 
the Royal Victorian Eye & Ear Hospital (Project 09-880H). 
Written informed consent was obtained from all participants 
involved in the study. 

Participants 

Forty-nine adults participated, 37 normal-hearing and 12 
cochlear implant users. In order to classify the 37 normal-
hearing participants as musicians or non-musicians objec-
tively, those participants were divided into two groups ac-
cording to a hierarchical cluster analysis designed to maxi-
mise the group differences on four normalised musical activ-
ity variables: 1] sight-reading ability self-ratings, 2] general 
musical aptitude self-ratings, 3] the number of hours of musi-
cal practice per week, and 4] years of musical training. The 
cluster analysis was constrained to two possible solutions. 
The group composed of participants with higher scores on the 
musical evaluation form was designated "Musicians" (MUS: 
N=18), with the remainder "Non-musicians" (NMUS: N=19). 
The means and standard deviations of the musical activity 
variables separated by the results of the cluster analysis are 
summarised in Table 1, along with ages and gender details 
for all groups. All normal-hearing participants reported nor-
mal hearing and all participants reported normal or corrected-
to-normal colour vision. Ten of the 12 CI users used the Ad-
vanced Combination Encoder (ACE) strategy, and 2 used the 
spectral-peak (SPEAK) strategy. All used Cochlear Ltd Free-
dom (N=2) or Nucleus (N=10) cochlear implants and Free-
dom (N=5), Esprit 3G (N=5) or SPEAR (N=2) sound proces-
sors. Travel and lunch expenses were reimbursed AU$40. 
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Figure 2: Experimental design. Melody notes (black dots) are repeated continuously. Distracter notes (red dots) are chosen randomly from a pool 
of possible notes (black square) which slowly increases (in INC blocks) towards the melody notes throughout the block. In DEC blocks, the pat-
tern is reversed. 
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Table 1. Participant details 

 NMUS MUS CI 

N(females) 19(10) 18(10) 12(6) 
Mean age(SD) 31(7.2) 32.2(7.9) 67.7(9.1) 
Sight-reading(SD) 1.6(1.9) 4.4(1.1) - 
Aptitude (SD) 1.0(1.3) 4.3(.8) - 
Hours Prac. (SD) 1.5(3.4) 17.1(10.8) - 
Years Playing (SD) 4.9(5.4) 24.2(6.3) - 

Stimuli 

The melody and distracter notes were constructed using Mat-
lab 7.5 and presented using MAX/MSP 5 through an M-
AUDIO 48-kHz 24-bit Firewire sound card. Each note con-
sisted of a 180 ms complex tone with 10 harmonics. Each 
successive harmonic was attenuated by 3 dB, and each note 

included a 30 ms raised-cosine onset and 10 ms offset. The 
notes were played from a loudspeaker (Genelec 8020APM) 
positioned on a stand at the listener’s ear height, 1 m from the 
listener’s head. Each note was equalised in loudness to 65 
phons according to a loudness model (ANSI, 2007).  

The participants were exposed to a series of notes presented 
every 200 ms. Within this series of notes was a repeated four-
note target melody and interleaved distracter notes. The tar-
get melody pitches (see Figure 1) were G, C, A, and D above 
middle C (midinotes 67, 72, 69, and 74 respectively). The 
melody was composed of intervals large enough to be per-
ceived by people with poor pitch discrimination (as it is often 
the case in cochlear implant listeners) while being small 
enough for the sequence to be grouped into a single stream 
(instead of 2 interleaved streams composed of the 2 low notes 
and 2 high notes). For convenience, note pitches are referred 
to throughout using standard midinote values – middle C is 
designated ‘midinote 60’, with each integer corresponding to 
a semitone change in pitch. Each distracter note value was 
randomly chosen from a pool of 12 consecutive midinotes 
spanning an octave. Throughout the experiment, the note 
range of this octave pool was gradually varied providing a 
range of melody-distracter separation, or overlap levels (see 
Figure 2 and Procedure section). It is worth noting that as the 
distracter notes were chosen randomly from every possible 
midinote within the octave range, so the distracter notes were 
not necessarily in the same tonality (key) as the melody. 
However, it has been shown previously (Dowling, 1973), that 
tonality has little effect on the difficulty of extracting a mel-
ody from interleaved background notes. 

Procedure 

Four counterbalanced sessions were run for each participant – 
one with the visual cue present (Vision) and one without (No-
vision). In both Vision and No-Vision sessions, the distracter 
note range could either slowly increase (INC) or decrease 
(DEC). An INC block is shown in Figure 2. 

In INC blocks, the distracter note range was varied in 20 
levels from no overlap (a separation of one octave between 
the highest distracter note and the lowest melody note) to 
total overlap. The distracter notes were initially picked from 
the range of midinotes 45-56. The range of possible distracter 
notes was then slowly increased until they completely over-
lapped the melody (midinote range 64 to 75). In each level, 
the melody was repeated 10 times (lasting 16 seconds). In 
DEC blocks, the order was reversed. 

Before each test session, the melody was presented 20 times 
without distracter notes; and an INC practice block followed. 
During testing, each INC/DEC block was repeated twice, 
with INC-DEC-DEC-INC or DEC-INC-INC-DEC order 
counterbalanced across participants. The duration of each 
block was about 5 minutes, and each session lasted about 30 
minutes. In order to reduce possible pitch memory effects 
between Vision and No-vision sessions, a pitch increment, 
randomly chosen between 0 and 4 semitones, was added to 
all notes of the same session. 

The participants were asked to rate the difficulty of perceiv-
ing the four-note melody continuously throughout each block 
using a variable slider on a midi controller (EDIROL U33). 
The slider was labelled from 0 (no difficulty hearing melody) 
to 10 (impossible to hear melody). Participants were in-
structed to move the slider to the “10” position if the melody 
was impossible to perceive and to the “0” position if the mel-
ody could be easily perceived.  

Figure 3: Average (+/- SEM) difficulty ratings as a function of dis-
tracter level for non-musicians (NMUS), musicians (MUS) and co-
chlear implants users (CI). 
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RESULTS 

The difficulty ratings were averaged across INC and DEC 
blocks, and across the two repeats of each block. Figure 3 
shows the average difficulty ratings as a function of distracter 
note range level, for Vision and No-Vision blocks in each 
group. When the distracter note level was low (with an oc-
tave separation between the melody and distracter), all par-
ticipants rated the task as relatively easy. As the distracter 
note level increased, average difficulty levels increased in a 
monotonic fashion until the maximum distracter note level, 
when the distracter notes were completely overlapping the 
melody notes. At this point, most participants reported the 
maximum difficulty in extracting the melody notes from the 
distracters. Figure 4 shows the difficulty ratings averaged 
across all levels of the distracter. As can be seen in Figure  4, 
musicians generally rated the task as less difficult that non-
musicians, and cochlear implant users difficulty ratings were 
generally higher than both the normal-hearing groups, and 
also showed greater variability. 

In order to asses the significance of these effects, the diffi-
culty ratings were entered into a repeated-measures mixed 
ANOVA with a between-groups factor Group (NMUS, MUS, 
CI), and within-groups factors for Vision (Vision, No-vision), 
and distracter Level (20 levels, from complete overlap to one 
octave separation). Hochberg’s GT2 procedure was used to 
control Type I error rate in post-hoc tests where the group 
sizes were unequal, and Mauchley’s test was used to estimate 
sphericity. Greenhouse-Geisser corrected p levels and esti-
mates of sphericity (ε) are reported if  Mauchley’s test was 
violated.  There was a significant main effect of Group 
(F[2,46] = 4.0, p=.02). Post-hoc tests indicated that cochlear 
implant users reported significantly higher difficulty ratings 
than the musicians, but not the non-musicians. There were 
also significant effects of Vision, (F[1,46]=22.6, p<.001) and 
Level (F[19,874]=488.2, p<.001, ε=.14). There was also 
trend towards a significant interaction between Vision and 
Group (F[2,46]=2.6, p=.08). We followed up this borderline 
significant interaction using pairwise comparisons, and found 
that while non-musicians showed no significant reduction in 
difficulty while the visual display was present (p=.3), both 
non-musicians (p<.001) and cochlear implant users (p=.003) 
showed highly significant reductions. This can be most 
clearly seen in Figure 4, where average difficulty ratings 
across all levels are shown for each group. 

CONCLUSIONS 

In the present study, it was demonstrated that for both nor-
mal-hearing and cochlear implant users, basic visual cues 
depicting the pitches in a simple melody can reduce the diffi-
culty of extracting the melody from background notes. No 
special training was required for either normal-hearing or 
cochlear implant users to make effective use of the visual 
cues. These results have significant implications for the de-
sign of future visual aids that may make music more enjoy-
able for cochlear implant users. 

Pitch. In the current study, difficulty ratings generally in-
creased monotonically as the distracter notes increased in 
pitch towards the range of the melody notes. This result is in 
agreement with previous research (Dowling, 1973) examin-
ing the ability to segregate melodies from interleaved distrac-
ter notes. In Dowling’s studies, participants were required to 
name a familiar melody rather than rate the difficulty of ex-
tracting a repeating melody, but the results are similar – when 
the distracter notes completely overlapped the range of the 
melody notes, the participants in Dowling’s experiment were 
generally unable to name the familiar melodies. As the inter-
leaved distracter notes decreased in pitch, away from the 
range of melody notes, participants began to nominate the 
familiar melodies. A similar pattern was seen in the current 
study, when participants were unable to segregate the melody 
while the distracter notes overlapped in pitch. 

Vision. Visual information has been previously shown to 
influence stream segregation (Rahne, et al., 2007). In Rahne 
et al (2007), the frequency separation and rate of a sequence 
of high and low tones was chosen so that the perception 
could either be of one or two streams. A visual stimulus, 
arranged to complement either the one- or two-stream per-
ception, produced a bias towards the corresponding percep-
tion, and influenced mismatch-negativity responses to occa-
sional deviants in the high-low sequence. The effect of visual 
stimuli on auditory processing has also been described at low 
levels in the brain. It has been shown that visual cues can 
improve the encoding of pitch and timbre in the auditory 
brainstem, particularly in musicians (Musacchia, Sams, Skoe, 
& Kraus, 2007; Musacchia, Strait, & Kraus, 2008). The im-
provement in representations of these acoustic features in the 
brainstem may lead to more salient perceptual differences 
between sounds, and hence this mechanism could possibly 
explain the effects of visual stimuli found in Rahne et al 
(2007) as well as the current experiment. The current results 
extend these findings to the case of melody segregation, by 
showing that visual cues can reduce the difficulty of extract-
ing a melody from background notes. Whether the visual 
effect on streaming is a result of improved encoding of 
acoustic features in the brainstem, or due to more top-down 
effects of the visual stimulus, is currently unknown, and a 
topic for further investigation. 

Streaming in CI listeners. Previous research investigating 
stream segregation using interleaved stimuli in CI users has 
generally found that streaming is difficult (Chatterjee, 
Sarampalis, & Oba, 2006; Hong & Turner, 2006), if not im-
possible (Cooper & Roberts, 2007; Cooper & Roberts, 2009). 
One of the most intriguing results from the current study was 
that while CI users did report more difficulty extracting the 
melody than normal-hearing listeners,  their overall perform-
ance was better than the previous research would suggest is 
possible. When the visual cues were present, the grand mean 
difficulty rating for CI users was not significantly different to 
normal-hearing listeners without the benefit of the visual cue 
(Figure 4). Previous research in this area has stressed the 
methodological importance of limiting the stimuli in the 
streaming tasks to single electrodes, either via direct stimula-

 

Figure 4: Difficulty ratings (+/- SEM) for non-musicians 
(NMUS), musicians (MUS) and cochlear implant users 
(CI) averaged across all distracter not levels. 
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tion of single electrodes (Chatterjee, et al., 2006) or by using 
pure tones with frequencies matched to the centre-frequency 
of each electrode (Cooper & Roberts, 2009). In the current 
study however, we were interested in maintaining as much 
musical validity as possible, and so utilised complex tones, 
with ten harmonics, presented via loudspeaker in free-field 
conditions. The pattern across electrodes was thus fairly 
unique for each note (see Figure 5 for an electrodogram 
showing melody notes only from a single participant), and 
might have led to increased perceptual differences between 
melody and distracter notes. Since the ability to segregate 
streams is mainly based on perceptual differences between 
sources, this may have led to an increase in the ability to 
segregate. 

Musicians and training: Musicians undergo an intensive 
period of training, often lasting a lifetime. This training fre-
quently involves segregating and integrating multiple streams 
of sound, and for most musicians, involves the repeated asso-
ciation of visual notation with an auditory equivalent. This 
training has been found to have a variety of effects on behav-
iour, brain structure and function (Schneider et al., 2002; 
Schneider, Sluming, Roberts, Bleeck, & Rupp, 2005).  

In the current study, the musically-trained participants gener-
ally reported less difficulty than untrained participants in 
extracting the melody from background distracter notes when 
no visual cues were provided. These results are in agreement 
with several studies showing improved stream segregation in 
musicians (Beauvois & Meddis, 1997; Vliegen & Oxenham, 
1999; Zendel & Alain, 2009). Previous work has also sug-
gested that musicians use visual information more effectively 
than non-musicians to represent brainstem-level features of 
sound (Musacchia, et al., 2007; Musacchia, et al., 2008), and 
thus it was expected that musicians would gain more from the 
visual cues in the current experiment. However, musicians 
reported no less difficulty when visual cues were provided. 
This finding was unexpected, and cannot be explained by 
floor effects, as musicians still reported significant difficulty 
extracting the melody when the melody and distracter over-
lapped. More research is required to explain this finding. One 
possibility is that although musicians are very well trained in 
the auditory aspect of this task, the auditory-visual aspect of 
this task may have served more as a distraction to what the 
musicians viewed as purely auditory task. 

Conclusion: The current study was undertaken to determine 
whether the provision of simple visual cues might improve 
the ability of cochlear implant users to segregate a melody 
from background notes, and whether training would be re-

quired in order to use the cues. It was shown that the provi-
sion of these cues could indeed reduce the difficulty of segre-
gating the melody, and cochlear implants users reported no 
more difficulty in this task than normal hearing participants 
with no assistance from visual cues. These results suggest 
that simple visual displays may be useful for the hearing-
impaired to improve their enjoyment of music. Further re-
search is required to understand which acoustic cues to en-
code visually, the specific types of visual cues that are most 
useful, and whether improvements using these cues will gen-
eralise to other listening situations. 
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