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ABSTRACT 

In vehicles music is often disturbed by background noise which sometimes even drowns out quiet passages complete-
ly. An adjustment by the driver is not a good solution, because it occurs always too late and the driver might cause an 
accident. The aim of this work was to develop an Automatic Loudness Control (ALC), which takes music and back-
ground noise into account. An algorithm compares the specific loudness of the music with the background noise and 
approximates masking effects by using a developed model. To implement the ALC an estimation of the background 
noise is required. Echo compensation was developed, which separates the background noise from the music. The op-
erating data of the vehicle is a second source for this estimation. For practical use the complete system has to be able 
to operate in real time. To achieve this multiple measures for optimization were implemented. At the end an objective 
and subjective analysis of the developed system was performed which proved the correct functionality of this system. 

INTRODUCTION 

In modern cars the transfer of information and the rendition 
of entertainment are united by the infotainment system. The 
audio signal in the vehicle is disturbed by several sources of 
background noise like tires, road, wind and the engine of the 
vehicle itself or other vehicles.  A change of the noise level, 
for example caused by a change of the driving condition, can 
provoke the driver to adjust the level of the infotainment 
system to reobtain the former subjective relation between the 
level of audio signal and noise level. 

Audio content with a high dynamic range, like classical mu-
sic or jazz, can also cause an intervention of the driver even if 
the noise level is constant. In a transition from a pianissimo 
to a fortissimo passage the music can turn unpleasant loud 
while during a transition into the other direction the music 
can be disturbed by the background noise so that it is not 
completely audible.  

These two scenarios - change of music and noise level - ne-
cessitate the analysis of the noise as well as the audio.  

AUTOMATIC LOUDNESS CONTROL  

There are several automatic volume control systems available 
for modern cars. The widely used GALA system for example 
is a speed-dependent volume control that turns up the volume 
with increasing speed. However, the system is based only on 
a rough approximation of the background noise. The actual 
noise level in the vehicle has other influencing variables be-
sides speed, like load and revolutions of the engine, street 
conditions or external noise sources. Furthermore the loud-
ness of the audio signal (usually music) is not considered. 

There are further approaches to adaptive volume control like 
from the company Volkswagen AG® [2] or the system  
AutoPilot® [3] form the company Bose®. However, the in-
ternal operation principles are unknown to the authors.  

Nicolas Heyde has shown that a level controlling system 
which based on a psychoacoustic model provides better re-
sults than energy based models [1].  In this work the loudness 
model by Zwicker (defined in ISO 532 [4]) is used, according 
to Heyde. 

Ratio of Total Loudness  

The algorithm presented in this paper is based on the assump-
tion that the driver wants to have a constant ratio between the 
subjective perceived volume of the audio signal and the 
background noise. In the total loudness (TL) algorithm the 
controlled process variable is the ratio ܸ between the total 
loudness of the audio signal ௫ܰ and the total loudness of the 
background noise ܰ: 

ܸ ൌ ௫ܰ

ܰ
 

The ratio V is an appropriate user interface, because a state-
ment like 'The music should be two times as loud as the 
background noise.' is intuitively understandable. 

For a given target value ܸ and a calculated actual ratio the 
assumption can be made weather to increase, decrease or 
hold the volume. Though it is not possible to compute the 
physical factor by which the audio signal has to be modified 
because of the nonlinearity of the loudness calculation. To 
avoid an iterative calculation an empirical estimator was 
determined. The limited accuracy is small compared to the 
deviation between target and actual value caused by the post-
processing (see Subsection Post-Processing). 

Ratio of weighted Specific Loudness  

The ratio of the total loudness does not take the spectral 
composition of the two signals into account. That is why 
occurring masking effects cannot be included. This effect has 
a huge impact because of the typical spectral distribution of 
the background noise (see Figure 1).  In this example a large 
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part of the background noise (approximately above 5 Bark) is 
masked by the audio signal and cannot be perceived. This 
part is responsible for the deviation of the calculated ratios of 
signals from the subjective impression. Accordingly the pre-
sumption follows that the TL algorithm calculates often too 
high amplification. 

 

Figure 1. Example of the specific loudness of music  
signal ௫ܰ

ᇱ  (green) and background noise ܰ
ᇱ  (blue). 

The TL algorithm is extended by using the specific loudness 
 Ԣof the signals (SL algorithm). A simple weighting functionࡺ
was created to approximate the mutual masking effects: Two 
sounds with the same specific loudness do not mask each 
other, while one sound is masked completely if the specific 
loudness of the second sound is twice as high. A linear inter-
polation between these two cases leads to the weighting func-
tion shown in Figure 2. 

 

Figure 2. Weighting factor ݓ as function of the  

specific loudness ratio 
ேಳ
ᇲ

ேಲ
ᇲ .  

By applying the function to both signals the specific loudness 
is reduced in the frequency parts that cannot (completely) be 
heard by the driver. The spanned area of the weighted spe-
cific loudness ࡺ෩࢞ᇱ  is equal to the weighted total loudness ࡺ෩࢞ 

The ratio  

V෩ ൌ  
N෩୶
N෩ୠ
 

is the new controlled process variable. An iterative search 
makes it possible to determine the correct amplification. The 
search crawls are limited to guarantee the real-time capabili-
ty.  

After applying the weighting function to the examples from 
Figure 1 the calculated ratio ࢂ෩ matches better with the sub-
jective impression. The parts of the specific loudness of the 
background above 5 sone have nearly no influence on the 
weighted total loudness ࡺ෩࢈ (see Figure 3). 

 

Figure 3. Specific Loudness after application of the  
weighting function. 

A comparison of the calculated gain of the two concepts 
shows that the TL algorithm applies a higher amplification. 
This confirms the assumption that the gain of the TL algo-
rithm tends to be too high. 

Another possibility for the target value is to define a percent 
value for the total loudness of the original signal that should 
remain unmasked by the background noise.  

Post-Processing 

Although a definite target value is given, the aim is not to 
achieve this value exactly. The extreme fast adaption of the 
amplification factor would distort the signal so that the lis-
tener would not accept it. Therefore the target value is inter-
preted as a guide value and the calculated amplification is 
temporally smoothed before appliance. The smoothing is 
carried out in two steps. First, the calculated gain is exponen-
tially smoothed and then the slew rate is limited.  

At the same time the calculated amplification is analyzed and 
enduring changes in the loudness of the signals are detected. 
This strategy should avoid unpleasant situations produced by 
the ALC algorithm: Granted that there is a sudden change 
form quiet to loud music and in the quiet part the ALC ap-
plied amplification. The temporal smoothing would cause an 
amplification of the first part of the loud music and thus in-
crease the difference of the change. 

Additionally to the presented system, that performs the task 
of a dynamic compression, there is a second control loop: the 
basic control loop (BCL). The BCL operates slower than the 
dynamic compression and its task is to compensate different 
modulation amplitudes of different media so that the operat-
ing point of the dynamic compression is controlled.  

BACKGROUND NOISE ESTIMATION 

The background noise estimation is carried out by four paral-
lel working modules (see Figure 4): Acoustic echo cancella-
tion (AEC), subtraction of power spectra, acoustic model of 
the vehicle, and direct interpretation of the microphone sig-
nal. The four modules will be presented in detail in the fol-
lowing section.  
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Figure 4. Structure of the background  
noise estimation system 

Acoustic Echo Cancellation 

The background noise in the vehicle is not that easy accessi-
ble. A microphone that is attached to the vehicle interior 
records a signal ࢘ሺ࢚ሻ that consists of a combination of the 
signal played back by the infotainment system ࢊሺ࢚ሻ and the 
background noise ࢈ሺ࢚ሻ 

ሻܜሺܚ ൌ ሻܜሺ܌    ሻܜሺ܊

Here ࢊሺ࢚ሻ  is the audio signal ࢞ሺ࢚ሻ  that was influcenced by 
the tranferfunctions of loudspeaker, room and microphone. 
For an accurate estimation of the background based on the 
microphone signal the audio signal ࢊሺ࢚ሻ  has to be eliminated 
from the recording. An incorrect estimation of the back-
ground noise that includes parts of the audio signal could lead 
to instability of the system:  

In case of loud background noise the algorithm will increase 
the level of the audio signal. Due to the also increased re-
maining part of the signal ࢊሺ࢚ሻ  in the noise estimation the 
algorithm will again increase the level. This feedback contin-
ues until the maximum level of the audio system is reached.  

The echo cancellation is able to solve this problem. Therefore 
the loudspeaker-room-microphone (LRM) system ࢎሺ࢚ሻ  is 
estimated by the evaluation of the correlation of the louds-
peaker and the microphone signal. The estimated audio signal 
 ሻ  can be calculated and subtracted from the recording to࢚ሺࢊ
get the estimated background noise (see Figure 5): 

ሻ࢚ሺ࢈ ൌ ሻ࢚ሺ࢘ െ ሻ࢚ሺࢊ ൌ ሻ࢚ሺ࢈   ሻ࢚ሺࢊ െ   ሻ࢚ሺࢊ

 

Figure 5. Schematic structure of the acoustic  
echo cancellation system. 

In this work the Fast Least-Mean-Square (FLMS) algorithm 
is used to estimate and continuously adapt the LRM system 
[5]. The aim of the algorithm is to minimize the energy of the 
remaining-echo-signal. The implementation of the algorithm 
in the frequency domain provides a significant performance 
improvement due to the use of the Fast Fourier Transforma-
tion.  

The choice of the speed of the adaptation is of great impor-
tance and depends on the noise level in the vehicle. This un-
known noise level is estimated by observing the coherence 
between microphone signal  ࢘ሺ࢚ሻ and source signal ࢞ሺ࢚ሻ and 

the coherence between microphone signal ࢘ሺ࢚ሻ and estimated 
audio signal ࢊሺ࢚ሻ [6]. 

Subtraction of Power Density Spectra  

The echo cancellation is very sensitive to phase errors. A 
phase error of 1° for example limits the maximum attenuation 
to 35 dB. Because of this sensitivity and the fact that the 
phase is irrelevant for the loudness calculation a different 
approach is taken to estimate the background noise. The cor-
rect phase subtraction is replaced by a subtraction of the 
power density spectra: 

ห۰෩ห

ൌ |܀| െ ห۲ห


    

         ൌ   |۲|   · ሽכሼ۲۰܍܀  |۰| െ ห۲ห

 

The error term ࢋࡾሼכࡰሽ is the real part of the cross-
correlation between audio signal at the microphone ࡰ and 
background noise  . Although it can be assumed that ࡰ and 
 are uncorrelated, the error term is not negligible because of 
the limited observation period. The error term can be reduced 
by using a buffer structure to expand the observation period. 
The drawback of this technique is the increased latency. The 
buffer size has to be a trade-off to minimize the impact of the 
disadvantages.  

First tests showed that the error term from the subtraction of 
power spectra has less negative influence on the background 
noise estimation than the occurring phase errors.  

Acoustic Model of the Vehicle  

Mostly the background noise is caused by the vehicle itself. It 
stands to reason to use an acoustic model of the vehicle to 
estimate this background noise. The CAN-bus can provide 
the input data like speed, number of revolutions and engine 
load. This technique is used in automobile industry for au-
thentic and realistic audio simulations. In this work only the 
third octave band levels are needed, which simplifies the 
situation. Additional data from shock absorbers or rain sen-
sors can help to obtain more information about the street 
conditions and thus improve the background noise estima-
tion. 

Direct Usage of the Microphone Signal  

In the case that no audio signal is played back the recording 
of the microphone can be directly interpreted as noise. This 
can for example be useful if there is no estimation of the 
impulse response of the echo cancellation yet. This situation 
occurs when estimating the transfer function was launched or 
relaunched. In this situation the reliability of the acoustic 
echo cancellation is small. 

EVALUATION AND OUTLOOK 

The evaluation of the system serves to verify the intended 
functionality of the ALC algorithm and to consider the accep-
tability by the user. 

To analyse these findings, a computer simulation was carried 
out. The advantages of this approach are the comparability of 
different versions (without ALC, TL- and SL-algorithm) and 
the repeatability. 

Objective Evaluation  

The simulation system was as well adapted to the reality as 
possible to create realistic and authentic conditions. A test 
drive was made to record the background noise in different 
situations. The transfer functions from infotainment system to 
a dummy head ݄ு and to the ALC microphone ݄ were 
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determined in order to use these in the simulation, so that the 
mixture of the audio signal and the background noise could 
be created for the computer simulation. There were no varia-
tions of the transfer functions in this setup so that the task 
was simplified for the AEC.  

In the objective evaluation different combinations of audio 
and background signals were tested to verify the correct func-
tional basis. Figure 6 shows the situation at an accelerated 
ride on a cobblestone street while playing back Pop-Music. 
The loudness of the background noise increases over the time 
while the loudness of the original music signal remains con-
stant up to about 42 seconds. The ALC-algorithm adjusts the 
level of the music so the ratio of music and background re-
mains constant.   

The music becomes suddenly louder at about 42 seconds. The 
post-processing detects this increase in loudness and deacti-
vates the temporal smoothing of the calculated amplification. 
The sudden volume change is prevented, which would be-
come more extreme due to the amplification.  

 

Figure 6. Loudness and amplification factor of the ALC-
System. Audio Signal: Pop Music, Background Noise: 

Ride on a cobblestone street. 

Subjective Evaluation 

As a subjective evaluation hearing tests were carried out. The 
aim was to verify that the modification of the signal has no 
negative effects on the listener.  

The structure of the simulation system is as far as possible 
adapted to the real scenario (see Figure 7). Due to the record-
ed background noise it is possible to compare different ver-
sions (with and without ALC) of exactly the same situation. 

 

Figure 7. Schematic structure of the simulation system. 
The background noise was recorded at a possible position 
for a ALC microphone ܾ and with a dummy head on 

the front passenger seat ܾு. 

There were two conflicting requirements when choosing the 
length of the test sounds. On the one hand the sounds should 
be short, so that the test person could still remember the first 
sound while hearing the second. On the other hand the effects 
of the ALC algorithm can only be properly recognized if the 
test sounds are long enough. 

To carry out a proper hearing test a graphical user interface 
was developed that provides the possibility to switch between 
the versions time-synchronous. With this technique it is    
possible compare even long test sounds without any problem. 

The hearing test showed that users listening to the music 
preferred the ALC versions to the original versions. The 
evaluation of the average rank correlation of the subjects 
showed that the preferences of the ALC versions are statisti-
cally significant. Exceptions were the speech signals that had 
a very low rank correlation. The Evaluation of the comments 
of the test persons indicated, that most people could not no-
tice a difference between the three Versions.  

In one audio example some subjects noticed the intervention 
of the ALC system and evaluated the ALC versions as worse 
than the original. This suggests that the various parameters of 
post-processing not yet been set optimally. With further hear-
ing test is necessary to check whether better adjustment can 
be made. Otherwise there is the possibility of making some 
parameters accessible to the user. 

Outlook 

The echo cancellation will be subject of further research in-
cluding on the one hand the test of the system under realistic 
conditions and on the other hand the expansion of the system 
to stereo respectively 5.1 signals.  

A problem which may occur only under real conditions might 
be speaking noise of the passengers in the car. Instead of 
decreasing the audio level to enable a conversation, the 
speech is interpreted as noise and the audio signal is in-
creased. A possible solution might be to integrate speech 
activity detection. 
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