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Abstract

There are two ways to implement frequency domain filtered x LMS (FXLMS) algorithms. The first carries out both control signal generation and control filter updating in the frequency domain, and the second involves implementation of the control filtering in the time domain and updating of the coefficients of the control filters in the frequency domain. Most active noise control literature is focused on the second approach as the first one introduces a delay of at least one FFT block size for the control filter generation, which is usually not acceptable for active noise control. However, the second implementation has a limitation on its maximum computational complexity reduction due to its delayless requirement and it also needs quite a large on-chip memory for its FFT. The multidelay adaptive filter to be discussed in this paper is intended to solve some of the above problems. The multidelay adaptive filter has a flexible structure, which partitions a long filter into many shorter sub-filters so that a much smaller FFT size can be used to reduce the delay and memory requirement while maintaining the low computational complexity and faster convergence properties of the frequency domain algorithm.

1. INTRODUCTION

One of the limitations of current active noise control (ANC) systems is the limited bandwidth and space over which they operate. To increase the upper limiting frequency and to extend the attenuation zone of ANC systems, a higher system sampling rate and multiple channel systems often have to be used. A large number of control filter weights and a large number of control channels bring a significant amount of computational load. There are many different approaches that can be taken to solve the problem, such as using a decentralized system, applying the modal method, implementing the distributed adaptive algorithms with a network control structure and applying subband techniques [1].

An alternative solution to this problem is to use frequency domain adaptive filters. The frequency domain algorithm can reduce the computational complexity significantly by exploiting the Fast Fourier Transformation (FFT), and increase the convergence speed of the
algorithm by de-correlating the input signals. There are two ways to implement the frequency domain Filtered x LMS algorithms (FXLMS). The first carries out both control signal generation and control filter updating in the frequency domain, and the second involves implementation of the control filtering in the time domain and updating of the coefficients of the control filters in the frequency domain [2-3]. Most active noise control literature is concerned with the second approach as the first one introduces a delay of at least one FFT block size for the control filter generation, which is usually not acceptable for active noise control. However, the second approach has limitations on its maximum computational complexity reduction due to its delayless requirement and large on-chip memory requirement for its FFT.

The multidelay adaptive filter (MDF) is a flexible structure, which partitions a long filter into many shorter sub-filters so that much smaller FFT size can be used to reduce the delay and memory requirement while maintaining the low computational complexity and faster convergence properties of the frequency domain algorithm. The multidelay adaptive filter was first proposed by Soo and Pang [4] to solve practical implementation problems of the frequency domain algorithm for acoustic echo cancellation [4]. The MDF was sometimes also called the partitioned block frequency domain adaptive filter (PBFDAF) [5]. To completely eliminate the delay of the MDF algorithm while maintaining its low computation complexity, Bendel et al. [6] proposed the delayless MDF filter by using a time-frequency hybrid approach. Recently, Buchner et al. [7] analyzed the traditional MDF algorithm, and found that while the processing delay can be significantly reduced with the MDF structure, its convergence speed might be decreased for strongly correlated signals due to the missing of the correlations between those shorter blocks. An extended MDF algorithm with a fast implementation algorithm was proposed to solve the problem [7].

This paper will apply the multidelay adaptive filter in ANC, which has to take into account the effects of the cancellation path. The remainder of the paper is organized as follows. The multidelay algorithms for active noise control and its convergence properties are presented and discussed in Section 2, and their computational complexity is analyzed in Section 3. Section 4 concludes with a discussion of the advantages of applying multidelay algorithms in active noise control.

2. THE MULTIDELAY ALGORITHM FOR ACTIVE NOISE CONTROL

Figure 1 shows a block diagram of FIR filtering based on the MDF. The weights of the FIR filter are $w(n) = [w_0(n), w_1(n), ..., w_{L-1}(n)]^T$, where superscript $^T$ denotes transposition of a vector or a matrix. $x(n)$ is the input signal, $y(n)$ is the output signal, and $n$ is the time sample index. The following sub filters can be obtained by partitioning $w(n)$ into $K$ segments, each of length $N = L/K$,

$$w_{kN}(n) = [w_{kN}(n), w_{kN+1}(n), ..., w_{kN+N-1}(n)]^T, \ k = 0, ..., K-1$$

As the processing block size is $N$, a $2N$ point FFT is applied to remove the effects of the circular convolution by using the overlap save method [2-7]. Appending $N$ point zeros at the end of the weights of the $k$th sub filter, and applying a $2N$ point FFT, results in the following:

$$W_k(m) = FFT_{2N} [w_{kN}(n), w_{kN+1}(n), ..., w_{kN+N-1}(n), 0, 0, ..., 0]^T, \ k = 0, ..., K-1$$
where \( m = n/N \) is the block index. For a block of inputs \( x_N(m) = [x(n), x(n+1), \ldots, x(n+N-1)]^T \), the \( N \) filtering outputs \( y_N(m) = [y(n), y(n+1), \ldots, y(n+N-1)]^T \) can be written as:

\[
y_N(m) = [0_N, I_N] \sum_{k=0}^{K-1} \text{IFFT}\{\text{diag}[X_{2N}(m-k)]W_k(m)\}
\]

where \([0_N, I_N]\) is an \( N \times 2N \) matrix that consists of a concatenation of an \( N \times N \) zero matrix \( 0_N \), and an \( N \times N \) identity matrix \( I_N \). \( X_{2N}(m) = \text{FFT}_{2N}\{[x_N(m-1) x_N(m)]^T\} \), and \( \text{diag}[\cdot] \) defines a \( 2N \times 2N \) diagonal matrix with its \( i \)th diagonal term equal to the \( i \)th term of the \( 2N \) vector. It can be seen from Fig. 1 and Eq. (1) that the MDF uses a smaller FFT size \( 2N \) instead of \( 2L \), resulting in a shorter delay of \( N \) instead of \( L \) and less memory requirements compared with the original frequency domain filtering. The original full block frequency domain filtering is a special case of the MDF with \( N = L \).

Figure 1. Block diagram of FIR Filtering based on the MDF.

Figure 2 shows a block diagram of the LMS algorithm based on the MDF. For a block of error signals \( e_N(m) = [e(n), e(n+1), \ldots, e(n+N-1)]^T \), inserting \( N \) point zeros in front of it, and applying a \( 2N \) point FFT, the following is obtained,
The weight update equations for partition index $k = 0, ..., K - 1$ are

$$\mathbf{W}_k(m+1) = \mathbf{W}_k(m) + 2\mu \text{FFT}_{2N} \left\{ \text{diag}[\mathbf{X}_{2N}^*(m-k)]\mathbf{E}_{2N}(m) \right\}$$

where $(\cdot)^*$ denotes the complex conjugate, and $\mu$ is the convergence coefficient.

Figure 2. Block diagram of the LMS algorithm based on the MDF.

Figure 3 shows a block diagram of the FXLMS algorithm based on the MDF for ANC systems. $x(n)$ is the reference signal from the noise source and $P(z)$ is the primary path transfer function of the physical acoustic system between the primary noise $p(n)$ and $x(n)$. The actual control signal at the position of the error sensor results from filtering the output of the controller, $y(n)$, with the physical cancellation path transfer function $C_0(z)$, which is modelled by $C(z)$ by injecting uncorrelated random noise into the system. The error signal $e(n)$ is the summation of the control signal at the error sensor, the modelling signal generated by $r(n)$ and the primary noise. All of the FIR filtering and the LMS update are based on the MDF.

Figure 3. Block diagram of the ANC system using the FXLMS algorithm based on the MDF.
To apply the FXLMS algorithm based on the MDF, the control filter length $L$ and the block size $N$ must be determined by considering the causality of the physical system. The length of the FIR filter for the cancellation path model is usually the same as the control filter. Assuming $N = L/K$, the control filter and the cancellation path model can be defined respectively in the frequency domain directly by $K$ complex vectors, $\mathbf{W}_k(m)$ and $\mathbf{C}_k(m)$ for $k = 0, ..., K-1$, where the length of each vector is $2N$. According to Fig. 1, the $2N$ point frequency domain reference signal $\mathbf{X}_{2N}(m)$ can be obtained by applying a $2N$ point FFT on the concatenation of two blocks of the inputs $\mathbf{x}_N(m) = [x(n), x(n+1), ..., x(n+N-1)]^T$. That is,

$$\mathbf{X}_{2N}(m) = \text{FFT}_{2N}\{[\mathbf{x}_N^T(m-1) \mathbf{x}_N^T(m)]^T\}$$  \hspace{1cm} (6)

The $2N$ point frequency domain modelling signal $\mathbf{R}_{2N}(m)$ can be obtained in the same way as described above and the $2N$ point frequency domain error signal $\mathbf{E}_{2N}(m)$ can be obtained with Eq. (4). By using Eq. (5), the frequency domain vectors for $k = 0, ..., K-1$ of the cancellation path model can be obtained by

$$\mathbf{C}_k(m+1) = \mathbf{C}_k(m) + 2\mu_c \text{FFT}_{2N}\{[\mathbf{I}_N \ 0_N, \ 0_N \ \mathbf{I}_N]\} \text{IFFT}_{2N}\{\text{diag}[\mathbf{R}_{2N}(m-k)]\mathbf{E}_{2N}(m)\}\}$$  \hspace{1cm} (7)

where $\mu_c$ is the convergence coefficient. Letting $\mu_w$ be the convergence coefficient for the control filter update, then the frequency domain vectors for $k = 0, ..., K-1$ of the control filter can be obtained as

$$\mathbf{W}_k(m+1) = \mathbf{W}_k(m) - 2\mu_w \text{FFT}_{2N}\{[\mathbf{I}_N \ 0_N, \ 0_N \ \mathbf{I}_N]\} \text{IFFT}_{2N}\{\text{diag}[\mathbf{F}_{2N}(m-k)]\mathbf{E}_{2N}(m)\}\}$$  \hspace{1cm} (8)

where $\mathbf{F}_{2N}(m) = \text{FFT}_{2N}\{[\mathbf{f}_N^T(m-1), \mathbf{f}_N^T(m)]^T\}$, and the time domain filtered reference signals $\mathbf{f}_N(m) = [f(n), f(n+1), ..., f(n+N-1)]^T$ are given by,

$$\mathbf{f}_N(m) = [\mathbf{0}_N, \mathbf{I}_N]\sum_{k=0}^{K-1} \text{IFFT}\{\text{diag}[\mathbf{X}_{2N}(m-k)]\mathbf{C}_k(m)\}$$  \hspace{1cm} (9)

The $N$ control filter outputs can be obtained simultaneously by using Eq. (3), and they are then sent to DA converter one by one at the sampling rate.

In a similar way as shown in Fig. 1, the above FXLMS algorithm based on the MDF has an inherent delay of $N$ samples for the control filter filtering. In some practical situations, some part of the noise energy might take a very short time to propagate from the noise source to the error sensor. In this instance, the block size $N$ for the control filter filtering based on the MDF in shown Fig. 3 must be less than the delay to account for this part of the noise. However, small number $N$ would reduce the efficiency of applying the FFT. For example, for active control of noise radiation from a compact source in a large workshop with surrounding secondary sources, the primary noise energy at an error sensor consists of the direct sound and the reverberant sound. The propagation time of the direct sound might be very short from the reference sensor to the error sensor, for example, about 3ms for 1m distance between them. However, the first reflected sound might arrive at the error sensor after about 60ms if the nearest wall is 10m
away. For a 10 kHz sampling rate, 3ms represents 30 samples, and 60ms represents 600 samples. To maintain the performance of the FXLMS algorithm based on the MDF, the block size must be less than 30 samples to be able to reduce the direct sound, which significantly reduces the computation complexity advantage of the MDF algorithm.

To overcome the above problem while maintaining the advantages of the FXLMS algorithm based on the MDF, a modified algorithm based on the delayless MDF is presented here using the same time-frequency hybrid approach proposed in [6]. The idea is to calculate the first partition in the time domain. Instead of using Eq. (3), the control output can be obtained as

\[ y_N(m) = \sum_{l=0}^{N-1} x(n-l)w_l(m) + [0_N, I_K \sum_{k=1}^{K-1} \text{IFFT}\{\text{diag}[X_{2N}(m-k)]W_l(m)\}] \]

where

\[ [w_0(m), w_1(m), ..., w_{N-1}(m)]^T = [I_N, 0_N] \text{IFFT}_{2N}[W_0(m)] \]

Unlike the approach proposed in [6], it is not appropriate for the FXLMS algorithm based on the delayless MDF to update the first partition of the control filter weights in the time domain because the reference signal needs to be filtered by the entire cancellation path transfer function, and with long taps, that would result in a large increase of the computational load.

Calculating the first partition in the time domain has also been suggested in the delayless subband adaptive filters [8], and the delayless subband algorithms have also been applied for ANC to increase the convergence performance and to reduce the computational complexity [1, 8, 9]. However, it has been found that although the MDF can be treated as a special kind of subband adaptive filters, its convergence performance usually is superior to that of subband adaptive filters [10].

The convergence of the FXLMS algorithm based on the MDF can potentially be faster than that of the time domain FXLMS algorithm by using a different convergence coefficient for each frequency bin if the spectrum of the filtered reference signal has a large dynamic range, however it may be slower than that of the traditional frequency domain FXLMS algorithm for strongly correlated signals due to the lack of correlations between the shorter blocks. The time domain FXLMS algorithm has no delay for the control filter filtering, the FXLMS algorithm based on the MDF has \(N\) samples delay, and the traditional frequency domain FXLMS algorithm has \(L = KN\) samples delay. The FXLMS algorithm based on the delayless MDF also has no delay, but its convergence performance is determined by the division of energy between the time domain and the frequency domain partitions. Their computational complexities will be compared in the next section.

### 3. COMPUTATIONAL COMPLEXITY

The computational complexity of the FXLMS algorithm based on the MDF is compared here with the ordinary time domain and frequency domain FXLMS algorithms, and the subband algorithms, where the (real) multiplications per input sample is used as a measure. During the calculations, it is assumed that \(2N\log_2 2N\) real multiplications are required for a \(2N\) point FFT or IFFT, and \(8N\) real multiplications are required for \(2N\) complex multiplications in the frequency domain FIR filtering or LMS update [2]. For the subband FXLMS algorithm, it is assumed that the length of the prototype filter is \(K_L\), the down sampling rate is \(D\), and the number of subband is \(K\). For each subband signal (reference and error signals) generation,
2\((K + K \log_2 K)/D\) real multiplications are needed per input sample. For each subband, the complex filtered reference signal generation and the complex LMS update each needs \(4L/D\) multiplications per input sample. Altogether, there are \(K\) subband cancellation paths and \(K\) subband complex LMS updates. As the input signals are real, only \((K/2+1)\) complex subbands need to be processed per \(D\) samples. Thus, the total number of real multiplications per fullband input sample for the filtered reference signal generation and control filter update are approximately \(4LK/D^2\). For the subband to fullband weight transformation, \(K_L + K \log_2 K\) multiplications are needed per \(D\) samples.

Table 1 shows the average number of real multiplications required per input sample to implement various FXLMS algorithms, where it is assumed that the length of the control filter and the cancellation path model is \(L\), the partition number for the MDF algorithms is \(K\), and the block size is \(N = L/K\). In the table, TD FXLMS means the time domain FXLMS algorithm, FD FXLMS means the traditional constrained frequency domain FXLMS algorithm, DFD FXLMS means the traditional delayless constrained frequency domain FXLMS algorithm in [2], Delayless subband means the FXLMS algorithm based on delayless subband filtering, MDF FXLMS means the FXLMS algorithm based on the constrained MDF, and Delayless MDF means the FXLMS algorithm based on the delayless constrained MDF.

For the frequency domain and MDF algorithms, unconstrained implementation can be applied, which uses Eq. (12) instead of Eq. (8) to further reduce the computational complexity by removing one FFT and one IFFT for each block,

\[
W_k(m+1) \approx W_k(m) - 2\mu_n \text{diag}[F_{2N}(m-k)]E_{2N}(m)
\]

However, as the costs of removing two FFT operations are slower convergence and larger misadjustment [4], unconstrained implementations of the frequency domain and MDF algorithms are not considered in this paper. For the frequency domain filtered reference signal generation, the computational complexity can also be reduced by removing one FFT and one IFFT for each block with the following equation instead of Eq. (9)

\[
F_{2N}(m) \approx \sum_{k=0}^{K-1} \text{diag}[X_{2N}(m-k)]C_k(m)
\]

However, as it is not clear whether this saving would seriously bias the adaptation [2], Eq. (13) is not adopted in this paper.

The computational load for the cancellation path modelling is not included in the table for brevity; however, it follows the same trends as for the FXLMS algorithm, and can be estimated by removing the contribution of the filtered reference signal generation part from that of the FXLMS algorithms.

Considering an ANC system with control filter and cancellation path model of length 4096, it can be calculated from the table that the traditional constrained frequency domain FXLMS algorithm can significantly reduce the computational complexity down to about 1.6% of that of the time domain algorithm. However, the associated delay is 4096 samples. The maximum computational complexity reduction for the delayless constrained frequency domain FXLMS algorithm and subband algorithms are about 33% of that of the time domain algorithm. The FXLMS algorithm based on the constrained MDF can reduce the computational complexity down to about 7% with a delay of 128 samples, and the FXLMS algorithm based on the delayless constrained MDF can reduce the computational complexity down to about 8% without bringing any delay to the system. The main reasons for the computational complexity reduction are the use of block processing via FFT and update of the control filter at a lower rate.
Table 1. The average number of real multiplications required per input sample to implement various FXLMS algorithms.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Control filter filtering</th>
<th>Filtered-(x) signal generation</th>
<th>Control filter update</th>
<th>Transformation</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>TD FXLMS</td>
<td>(L)</td>
<td>(L)</td>
<td>(L)</td>
<td>0</td>
<td>(3L)</td>
</tr>
<tr>
<td>FD FXLMS</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>14(\log_2L)</td>
<td>24+14(\log_2L)</td>
</tr>
<tr>
<td>DFD FXLMS</td>
<td>(L)</td>
<td>(L)</td>
<td>(L)</td>
<td>14(\log_2L)</td>
<td>16+14(\log_2L+L)</td>
</tr>
<tr>
<td>Delayless subband</td>
<td>(L)</td>
<td>2(KL/D^2)</td>
<td>2(KL/D^2)</td>
<td>3((K_L+K\log_2K)/D)</td>
<td>3((K_L+K\log_2K)/D) +4(\log_2N) +L</td>
</tr>
<tr>
<td>MDF FXLMS</td>
<td>8(K)</td>
<td>8(K)</td>
<td>8(K)</td>
<td>14(\log_2N)</td>
<td>24(K+14\log_2N)</td>
</tr>
<tr>
<td>Delayless MDF</td>
<td>(N+8(K-1))</td>
<td>(8K)</td>
<td>(8K)</td>
<td>16(\log_2N)</td>
<td>24(K+16\log_2N+N-8)</td>
</tr>
</tbody>
</table>

4. CONCLUSIONS

FXLMS algorithms based on the multidelay adaptive filter are proposed in this paper, and their convergence properties, delay and computational complexity are discussed and compared with the time-domain, frequency-domain and subband algorithms. It is found that for an ANC system with 4096 tap filter, the FXLMS algorithm based on the delayless MDF can reduce the computational complexity down to 8% of that of the original time domain FXLMS algorithm without bringing any delay to the system.
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