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This paper analyzes the chaotic characteristics of irregular systems using
both wave theory and ray theory. In ray theory, we visualize the chaotic
properties of the ray propagation trajectories in a chaotic wave field. We found
that the trajectory of the billiard problem with a stadium boundary condition
has the same sensitivities to the initial conditions as does the mapping process
on a logistic map does. In wave theory, we investigate the distribution statistics
of the eigenvalues and the correlation dimension of the higher-eigenmodes in
an irregular system by using the Finite Element Method (FEM). We clarify the
relationship between the curvature of the stadium boundary and the statistical
degrees of freedom of the wave field. The eigenvalue spacing statistics were
estimated by I' distributions with fractional freedoms between 1 and 2.

1 INTRODUCTION

In a 2-dimensional region surrounded by the boundary of an irregular shape, the

trajectory of a sound ray is unstable because of chaotic motion (I, According to wave
theory, the spacing distribution of the neighboring eigenvalues of an irregular system does

not degenerate due to the repulsion effect, but rather follows a Wigner distribution @I,
Furthermore, the pressure field in higher modes of stadium shape shows a random pattern.

But not all of these are random; some of them show patterns so-called scar patterns 4]
which are left over from the classical orbits.

This paper discusses the chaotic properties of a sound field in a stadium- shaped region
from the viewpoints of both ray theory and wave theory. In ray theory we calculate the
sensitivity to the initial condition. We consider the billiard problems as a mapping of a
sort that is a nonlinear initial value problem, and compare the behavior of orbits of the
regular systems with those of the stadium. In wave theory, on the other hand, we found
the eigenvalues and eigenmodes by using the Finite Element Method (FEM). We then
analyze the eigenvalues and the eigenmodes to investigate the spacing statistics of the
neighboring eigenvalues and the pressure distributions of the eigenfunctions.

2 RAY PROPAGATION

We investigated the propagations of a single ray under several boundary conditions.
Figure 1 shows the ray propagation in several boundaries after 100 reflections. We can see
that the trajectories are regular in the regular systems, such as the rectangle, the circle,
and the ellipse. The trajectory becomes irregular in a stadium, however.



3 SENSITIVITIES TO INITIAL CONDITIONS

Chaotic signals have strong sensitivities to the initial conditions. This implies that
the difference between two initial conditions becomes significant after several times, even
if the difference is very small at the beginning. This property can be found in the ray
propagation is considered a sort of mapping process as the logistic map . To extract the
chaotic properties in a stadium boundary, we consider two rays propagating under several
boundary conditions. The difference between their initial directions is very small (Fig.2).
We calculated their propagation after 40 reflection times. The calculations are carried
out for 30 different initial conditions. Figure 3 shows the distance of the two rays for
the 30 conditions where the horizontal axis indicates reflection times and the vertical axis
indicates the difference between 2 rays. The differences linearly increase in the regular
systems such as the rectangle, the circle, and the ellipse. However, in the stadium case,
the difference increases exponentially as we see in Fig. 4. The chaotic propagation in
irregular systems implies that it is not meaningful to calculate higher reflections of more
than 20 times to predict room acoustics in an irregular shaped boundary including the
curve boundary.

4 ANALYSIS IN WAVE FIELD

We considered the eigenvalue problem for two types of boundaries: a stadium and a
- rectangle. The wave function v satisfies
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To solve Eq. 1 for the stadium boundary, we used FEM. The eigenvalues for the rectan-

gular boundary are given by
wim = ey (X 2-i— mr)” (2)
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(wim: eigenfrequency, c¢: sound speed)

where L, and L, indicate the lengths of the rectangular sides.

4.1 SPACING STATISTICS

The spacing statistics for eigenvalues also characterize the sound fields. We analyzed
the spacing statistics with 300 eigenvalues. Figure 5(a) indicates the spacing histogram for
the rectangular boundary, and Fig. 5(b) indicates that for the stadium boundary where
the horizontal axis indicates the normalized eigenvalue spacing k¥ and the vertical axis
indicates the histogram. The statistics for the rectangular boundary show an exponential
distribution due to degenerate, while that for the stadium boundary shows a Wigner
distribution. These distributions can be estimated by the I' distribution with 1 and 2
degrees of freedom. Next, we consider a stadium that has a curvature which is represented
by z* + 3 = r'. Figure 6 shows the spacing distribution of the eigenvalues when i= 3, 5,
7, and 15. We can see that these distributions follow the I" distribution [ which is given

by
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where n denotes the degrees of freedom. The degree of freedom is almost 1 and the dis-
tribution is similar to that for the rectangular case (regular systems) when the curvature
is 15.



The distributions of the eigenvalues of random matrices (7l are changed from the ex-
ponential distribution to a Wigner one as the power ratio of the diagonal elements to
non-diagonal components increases. Here, we denote
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Figure 7 shows the spacing statistics for eigenvalues of the random matrices. We can
reconfirm that the spacing distribution can also be estimated by the I' distribution with
the degrees of freedom n.

4.2 EIGENFUNCTION STATISTICS

We try to analyze the characteristics of the eigenfunctions under the rectangular and
stadium boundaries. We examined the spatial distribution statistics (sampling statistics)
for these boundaries. Histograms of the samples 9 in a higher eigenmode for the rect-
_angular and stadium boundaries are presented in Figs.8(a) and 8(b), respectively. The

horizontal axis indicates the sample value of 9 and the vertical axis indicates the probabil-
ity density. The rectangular boundary provides a distribution that is concentrated around
the average of 0. The stadium boundary, on the other hand, provides a distribution that
corresponds to a Gaussian distribution that has the random property.

4.3 DIMENSIONAL ANALYSIS

In the previous section, we confirmed that the distribution for the higher eigenfunction
follows the Gaussian distribution for the stadium case. In this section, we will analyze the
correlation demension for the higher mode. Suppose that Z(z) is a random variable. The

-dimensional analysis composes a vector V(a? for the embedding dimension n by using the

distance displacement § as shown in the following,
V(z) = {2(z),z(z + §),...,2(z + (n — 1)§))} (6)
and
& = (9317, Tit1y--- ,$i+n—1) (7)

We count the number of the pairs of the sample point located within a certain distance
under the condition that the embedding dimension is 7. This number is written as
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(8 is the unit step function.)

The correlation dimension v is given by

C(r) ~ Ar¥ (9)

at every embedding dimension n. We define the correlation dimension as the limit which
is obtained as the embedding dimension becomes infinite. If the sequence is a random
noise, the correlation dimension becomes infinite. If the sequence has some correlation,
the correlation dimension converges a fixed value. We took the eigenfunction’s intensity
on the central axis along the z axis as shown in Fig. 9. Figure 10 shows the correlation
dimension reaches 1.5 after the embedding dimension is larger than 2.




5 CONCLUSIONS

We have investigated the chaotic properties of a stadium field from the viewpoints of
both ray theory and wave theory. In ray theory, the chaotic property is represented by the
sensitivities to the initial conditions. In wave theory, we first used FEM to calculate the
eigenvalues and eigenmodes which were then statistically analyzed. We considered the
statistical properties of eigenfunctions for the stadium boundary. We reconfirmed that
the eigenvalue spacing follows a Wigner distribution, and the correlation dimension of the
higher mode is 1.5. The spatial distribution of higher modes for the stadium boundary
looks random; however, we can surmise that the pressure distribution of a eigenfunction
as the diffuse sound field might have a lower dimension (degrees of freedom). For the
stadium boundaries of different curvatures, the degree of freedom of I distributions which
estimate the eigenvalue spacing statistics have been found to be between 1 and 2. We can

guess that even the complicated phenomena in the stadium boundary has only 2 degrees
of freedom.
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Figure 1: Ray propagation using a single ray: (a) rectangle, (b) circle, (c) ellipse and (d)
stadium
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Figure 2: Initial condition for investigating sensitivities of ray propagation in several

boundary shapes
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Figure 3: Sensitivity to the initial conditions for regular systems (Distance:
between two rays on the reflection points)
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Figure 4: Sensitivity to the initial conditions for a stadium boundary
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Figure 5: Spacing statistics of the neighboring eigenvalues (a) rectangle: smoothing line
indicates Poisson distribution: (1/p)ezp(—(z — u)/p. 1 =~ 0.16,p =~ 0.18; (b) stadium:
smoothing line indicates Wigner distribution: (4z/u®)exp(—z?/) p ~ 0.13
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Figure 6: Eigenvalue spacing statistics for stadium with different curvatures; n: degrees

of freedom of the I' distribution
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Figure 7: Eigenvalue spacing statistics for random matrices where d is the power ratio of
the diagonal elements to non-diagonal components and n denotes the degrees of freedom
of the I' distribution ‘
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Figure 8: Sampling histograms of the sound pressure field of a higher mode (a): rectangle,

(b): stadium
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Figure 9: An example of higher order mode of the stadium boundary

- Embedding Dimension
5 1
] e 2
-2 ce- 3
——— 4
-3 1
15 '
)
]
(4]
.E 1
A .0
o
2
w
E 0.5
o
@)
0.0k L ) A
-3 -2 -1 1

Figure 10: Correlation dimension analysis of sound intensity distribution on the central
axis along the z in Fig.9



